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Abstract—This paper introduces a novel technique to authen- underlying physical device. PUFs can be employed to provide
ticate and identify field programmable gate arrays (FPGASs). security at multiple levels and to address a range of problem

The technique uses the reconfigurability feature of FPGAs to from securin rocessors [3]. to software protection |
perform self-characterization and extract the unique timing of gp [3], P (4,

the FPGA building blocks over the space of possible inputs. Protection [5], and IC authentication [6]. Even though a
The characterization circuit is then exploited for constructing number of methods for realizing PUFs on FPGAs have been
a physically unclonable function (PUF). The PUF can accept proposed [5], [7], the scope of existing FPGA PUFs is limited
different forms of challenges including pulse width, digital binary  Eijther they have a limited number of challenge-responses pai

and placement challenges. The responses from the PUF areq they are limited by the routing constraints on FPGAS, or
only verifiable by entities with access to the unique timing

signature. However, the authentic device is the only entitwho they 'm_rOduce n0|se_and other vuIn_erabllltles to the syste
can respond within a given time constraint. The constraint § set I.n this paper, we |ntrodluce and implement a nove_l mech-
by the gap between the speed of PUF evaluation on authentic anism for FPGA PUFs. First, the delay of each configurable

hardware and simulation of its behavior. A suite of authenttation  block is characterized for different combinations of input
protocols is introduced based on the time-bounded mechanmis  a challenge to the PUF queries the delays of a subset of

We ensure that the responses are robust to fluctuations in configurable blocks. Rebroducing the responses requies th
operational conditions such as temperature and voltage véations 9 ’ P 9 P a

by employing: (i) a linear calibration mechanism that adjugs the knowledge of the extracted delays as well as the structure

clock frequency by a feedback from on-chip temperature and and placement of the PUF circuit. We introduce a dynamic

voltage sensor readings, (ii) a differential PUF structurewith  authentication protocol, where the placement of the PUF is

real-valued responses that cancels out the common impact of .5nqomly changed during each round of authenticationirigrc

variations on delays. Security against various attacks isidcussed the ad t tant] - th fi

and a proof-of-concept implementation of signature extration _e adversary _0 constantly reverse-engineer the contigura

and authentication are demonstrated on Xilinx Virtex 5 FPGAs.  Dit stream to discover the PUF structure and placement. The

protocol is based on the fact that it is infeasible to gemerat

Index Terms—field-programmable gate arrays; physically un- t_he chaIIer_lge—response signatures Fhrough simulatiorsimoet

clonable function; delay characterization; time-boundedauthen- time duration compared to evaluation on hardware.

tication; As an example application, the FPGA can be used as a hard-

ware security token, where the owner of the genuine FPGA
can use it to authenticate him/herself. Before distributixs
the tokens (FPGASs) to end users, the delay characteristics o
Many security mechanisms are based upon the conceptigé FPGA components are extracted and stored in a publicly
a secret Classic cryptography protocols contain a secret kéyhown database. A PIN or serial number is associated with
for reversing trapdoor functions. While such protocols areach FPGA and its corresponding database entry. Next, the
often secure against attacks at the algorithmic level,we8-  token is handed out to the users. At the time of authentica-
known that digitally stored secret keys can be attacked afign, the user in possession of the genuine FPGA presents
cloned. Furthermore, secret key storage has major liroitati him/herself by the associated serial number. The verifienth
when applied to conventional FPGAs since the reconfiguralgdends a configuration bitstream along with a set of challenge
fabric technology cannot easily integrate non-volatileMoey to the device. The responses are expected within an alloted
(NVM). Thus, the keys need to be stored on off-chip memomme frame. Since the verifier knows the configuration of the
which demands secure channels and additional protocolsROF, he/she can simulate its behavior with the help of public
communicate the keys to- and from- the off-chip componenigelay characteristics and compare the simulated respanse t
On-chip key storage requires the overhead of a constantpowsose received from the user to perform authentication.
source. Such reliance not only incurs additional overhbatl,  Our contributions are as follows:
increases the vulnerability to attacks. « We introduce a new mechanism for efficient self-
PhySical unclonable functions (PUFS) are efficient mecha- extraction of the unclonable and unique anaiog t|m|ng
nisms for many security applications [1], [2]. PUFs exploit  signature of the FPGA logic blocks. The self extraction
secret information inherently embedded in the unclonable Oniy requires Ordinary desktop Computers and Commodity
physical variations of the silicon devices to produce sedig- logic analyzers.
ital keys. Moreover, a PUF provides a unique chip-dependent, we introduce a new PUF structure built upon the self-
mapping from a set of digital inputs (challenges) to digital  extracting mechanism. The introduced PUF can accept
outputs (responses) based on the unique properties of the different inputs (challenge formats) including timing,

o _ _ digital binary, and placement challenges; it can generate
F. Koushanfar and M. Majzoobi are with the Department of tieml and

Computer Engineering, Rice University, Houston, TX, 7700SA e-mail: both bin_ary and real-valued O.Utpl_Jts (responses). .
farinaz@rice.edu and mm7@rice.edu. « A new time-bounded authentication is developed which
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exploits the delay gap between the speed of evaluation FPGA, Ring oscillator (RO) PUFs were also proposed in
of authentic hardware and simulation of the hardwafé]. The major drawback of the RO PUFs is having only a
behavior. A suit of new authentication protocols is builjuadratic number of challenges with respect to the number
upon the time-bounded property. of RO’s [12]. Furthermore, the ROs (while in use) consume
o A linear calibration method is presented that adjustsgnificant dynamic power due to frequent transitions dyirin
the clocks to compensate for the impact of variationsscillations. SRAM PUFs suffer from the same limitation in
in operational conditions using feedback from on-chiferms of the number of possible challenge combinations. [12]
temperature and voltage sensors. This paper is a major extension to the work presented in
« To cancel out the common impact of variation, a loyl5]. It presents the first practical method and proof-ofoept
overhead differential PUF structure is presented. FPGA implementation of a PUF with an exponential number
« Attacks and countermeasures for the new PUF and tbepossible challenges of different types including placem
time-bounded authentication are discussed. challenges. The new proposed PUF uses the unique cell-by-
« Extensive evaluation and proof-of-concept implementaell characteristics of the FPGA array. In order to provide
tion on vertex 5 FPGA demonstrate the applicabilityesilience against variations in environmental condiioa
consistency and efficiency of the new methods. linear calibration method as well as a differential sigmatu

The remainder of the paper is organized as follows. The neftraction system are presented. The authors in [13] etguloi
section summarizes the related literature. Section Ilsenés the time-bounded characteristics of generic public key- pro
the flow of the proposed methodology. In Section 1V, wéocol by PUFs but no practical implementation options were
present the method for signature extraction for each plessiliscussed.
challenge. Section V describes how the characterizationiti ~ Besides the ongoing research on PUFs, several other rel-
can be challenged as a PUF. Next, different ways to achie&éant works on delay characterization serve as the enabling
robustness of PUF responses are presented in Section tarust for realization of our novel PUF structures. To perfo
Section VII introduces time-bounded authentication proto delay characterization, Wong et al. in [16] proposed a built
and its variants. Attacks and countermeasures are distusgelf-test mechanism for fast chip level delay charactéona
in Section VIII. Experimental evaluations are demonsttare The system utilizes the on-chip PLL and DCM modules for

Section IX. Finally, we conclude the paper in Section XI. clock generation at discrete frequencies. The delay fingerp
can be used to detect any malicious modification to the aalgin

design due to insertion of hardware Trojan horses [17],.[18]
In addition, the use of reconfigurability to enhance system
The idea of using complex unclonable features of a physiag@curity and IP protection has previously been a subject of

system as an underlying security mechanism was initialigsearch. The work in [19] proposes a secure reconfiguration

proposed by Pappu et al. [1]. The concept was demonstraggshtroller (SeReCon) which provides secure runtime manage
by studying mesoscopic physics of coherent transport iftoument of designs downloaded to the DPR FPGA system and

a disordered medium. Another group of researchers obseryggitects the design IP. The work in [20] introduces methods

that the manufacturing process variability in modern efic for securing the integrity of FPGA configuration while [21]

technology can be utilized for building a PUF. They proposeéverages the capabilities of reconfigurable hardware @ pr

the arbiter-based PUF architecture based on the varialionsyide efficient and flexible architectural support for seturi

CMOS logic delays [2]. The arbiter-based PUF implementgtandards as well as defenses against hardware attackss In t

tion on ASICs was demonstrated, and a number of attaq}féper’ we take advantage of the degree of freedom offered

and countermeasures were discussed [2], [8], [9], [6],.[®] by reconfigurable platforms to carry out random placements
particular, it was observed that the linear arbiter-baséé B across different configurations. Instantaneous reversg- en
vulnerable to modeling attacks and the use of nOﬂ"nG&r—fGEﬁbering of the configuration bitstream is a highly complex
forward arbiters and hashing to proposed to safeguard sigaisind challenging task because of the proprietary encoding of
this attack [2]. Moreover, error correcting codes were @81l configuration bitstream. The paper uses this observation to
in [11] to alleviate instability of PUF responses. establish a time-bound on the authentication.

Further efforts were made to address the PUF vulnerability
issues by adding input/output networks, adding nonlitiesri

to hinder machine learning and enforcing an upper bound

on the PUF evaluation time [7], [12], [13]. The work in [7] The flow of the proposed methodology is presented in

demonstrated that even though successful ASIC implemenfégure 1. First, a one-time process is conducted to extract

tion of arbiter PUF was shown, FPGA implementation of thithe delay parameters and characterize the timing behatior o

PUF is troubled due to the routing constraints enforced lilge FPGA components. Next, the extracted chip-dependent

the regularities of the underlying FPGA fabric. In partiziyl unique and physically unclonable characteristics aresteggd

asymmetries in routing when implementing arbiter-base# PUn a publicly accessible database. Each time authentitatio
cause skews and bias in delays, which in turn introduces biasneeded, the prover in possession of the genuine hardware
in responses. To eliminate bias in delays, authors in [14] iresponds to the challenges posed by the verifier. The verifier
troduced a precision look-up table based programmable/dela able to predict and simulate the responses to the chalteng
lines to tune and balance the delays. For implementing PUB&sed on the pre-stored timing characteristics in the datab
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Response simulation/emulation by a verifier would be mudlip flop from the moment the launch flip flop is clocked is

slower than the prover with genuine hardware. Authenticati represented by p. Based on the circuit in Figure Zp =

is performed by comparing the simulated responses to therr + tak2g — tskew-

actual responses within the alloted time frame. As T approachesp, the sample flip flop enters a metastable
operation (because of the setup and hold time violationd) an
its output becomes nondeterministic. The probability tihat

e oaaton Datooaae metastable state resolves to a 0 or 1 is a function of how close
w7 T is to tp. For instance, ifl" andtcyr are equal, the signal
F.f ' and the clock simultaneously arrive at the sample flip flop
R & and the metastable state resolves to a 1 with a probability of
Prover &\ thentication  “lonic! 0.5. If there are no timing errors in the circuit, the followi

relationships must hold:

&

Fig. 1. The flow of the proposed method.

thotdc < tp <T —tsers (1)
The errors start to appear i, enters the following interval:
T —tsets <tp <T +thoids 2)

IV. DELAY SIGNATURE EXTRACTION The rate (probability) of observing timing error increases,
vggts closer to the upper limit of Inequality 2. If the follavg

To measure the delays of components inside FPGA, condition holds, then timing error happens every clock eycl

exploit the device reconfigurability to implement a delayrsi-
ture extraction circuit. A high level view of the delay exttimn T + thotas < tp < 2T — (tsetc + txOR) (3
circuitry is shown in Figure 2. The target circuit/path deta
be extracted is called th@ircuit Under Test (CUT.)Three flip- In other words, ift, goes beyon@T — (tsc + txon) in

flops (FFs) are used in this delay extraction circlatinch FF Inequality 3, the rate of timing errors begins to decreasgrag

sample FF andCapture FE The clock signal is routed to all __ =" . -
E is time the decrease in the error rate is not due to the prope

three FFs as shown on the Figure. Assume for now that t tion but it is b the timi t be obs
binary challenge input to the CUT is held constant and thQEration but It 1S because the iming errors cannot be gbser

the CUT delay is fixed and captured by the capture FF.
Assuming the FFs in Figure 2 are initialized to zero, a Inequality 4 corresponds to the transition from the case

low-to-high signal is sent through the CUT by the Iaunc}llvhere timing error happens every clock cycle (Inequality 3)

FF at the rising edge of the clock. The output is sampleta the case where no errors can be detected (Inequality 5).

T seconds later on falling edge of the clock (s half the 2T — (tsetc +txor) < tp < 2T + (thoiac — txor) (4)
clock period). Notice that the sampling register is cloclkdd
the falling edge of the clock. If the signal arrives at the ptam 2T + (thotac — txor) <tp < 3T —tsers ()
FF before sampling takes place, the correct signal valuddvotriming errors no longer stay undetectedtjf is greater than
be sampled; otherwise, the sampled value would be diﬁer%’ﬂt’_tsets_ T|m|ng errors begin to appear and can be Captured
and will generate an error. The actual signal value and thetp falls into the following intervals:
sampled value are compared by XOR logic and the result is
held for one clock cycle by the capture FF. 3T = tsetups < tp < 3T +thotds (6)

A more careful timing analysis of the circuit reveals thef the following condition holds, then timing error gets de-
relationship between the delay of the CUb{ ), the clock tected every clock cycle.
pulse width {), the clock-to€ delay at the launch FF
(tarag), and the clock skew between the launch and sample 3T + thotas < tp < AT — (tsetc +txoR) (7)

FFS {skew). The setup/hold of the sampling register and theyis periodic behavior continues the same way for integer
setup/hold time of the capture register are denoted.by, myltiples of ', however it is upper bounded by the maximum
thotas, tserc, @ndinoqc respectively. The propagation delayg)ock frequency of the FPGA device. In general7ifis much

of the XOR gate is denoted by or. The time it takes for |arger than the XOR and flip flop delays, the intervals can be
the signal to propagate through CUT and reach the samglgjified ton x T < t, < (n+ 1) x T and timing errors can

only be detected for odd values of

Observability of timing errors follows a periodic behavior

Binary Challenge Voo Notice that in the circuit in Figure 2, high-to-low and low-
LCaunch Sample Saptire to-high transitions travel through the CUT every other &loc
Flip Flop ¥ Flip Flops _~ Flip Flops cycle. The propagation delay of these two transitions difie
c:;m% . onder - practice. Suppose that the low-to-high transition propaga
e test o 0 delay ¢.°") is smaller than the high-to-low transition prop-
<> agation delay #{'). Then, for low-to-high transitionst. "

satisfies Inequalities 1 and for high-to-low transition%,—’l
Fig. 2. The timing signature extraction circuit. satisfies Inequality 3. Timing errors in this case happery onl



for high-to-low transitions and as a result timing error @aly  The circuit shown in Figure 2 only produces a single bit flag
be observed 50% of the times. Thus, the final measuremenftwhether errors happen or not. We require a mechanism
represents the superposition of both effects. to measure the rate or probability at which errors appear at
The top plot in Figure 3 shows the observed/measuréte output of the circuit in Figure 2 to extract the smooth
probability of timing error as a function of clock pulse whidt transitions as depicted in Figure 3.
(T). The right most region If;) corresponds to the error To measure the probability of observing error at a given
free region of operation expressed by Inequality 1. Note thelock frequency, an error histogram accumulator is imple-
the difference betweer!~' and /" causes the plateau atmented by using two counters. The first counter is the error
R». The gray regions marked b, and R, correspond to counter whose value increments by unity every time an error
the condition expressed by Inequality 2. RegiBp can be takes place. The second counter counts the clock cycles and
explained by Inequality 3. Metastable regionsRf and Rs resets (clears) the error counter evefy clock cycles, where
relate to inequality 4. Inequality 5 corresponds to therdinee IV is the size of the binary counters. The value of the error
region of Ry. Similar to R3, regionsR; and R;; are due to counter is stored in the memory exactly one clock cycle mefor
the difference between high-to-low and low-to-high tréinsi it is cleared. Now, the stored number of errors normalized to
delays. Metastable regions &f, and R;» relate to inequality N would yield the error probability value.
6 and lastly regionk,3 corresponds Inequality 7.
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continuously iNTy,eep S€CONdS fromf; = 2T to f; = 2T ,

Probability of timing errors for high -to-low transitions WhereTt < tp <T;. A separate counter counts the number of
clock pulses in each frequency sweep. This counter acts as an
accurate timer that bookmarks the frequency at which timing
errors happen. The value of this counter is retrieved everg t

Notice that similar ta,,, all of the delays defined above forthe error counter content is written into memory. This attio
the XOR, flip flops, and clock skew have two distinct valuesappens everg? clock cycles. For further details on clock
for high-to-low (rising edge) and low-to-high (falling eely synthesis see [22].
transitions. Nevertheless, all of the inequalities defimethis The system shown in Figure 4 is used for extracting the
section hold true for both cases. delays of an array of CUTs on the FPGA. Each square in the

We refer to the characterization circuit that includes tharray represents the characterization circuit¢el) shown in
CUT as acharacterization cellor simply acell. Each cell Figure 2. Any logic configuration can be utilized within the
in our implementation is contained in one configurable logiCUT in the characterization circuit. In particular, the iog
block (CLB). The circuit under test consists of four cas@hdénside the CUT can be made a function of binary challenges,
look-up tables (LUT) each implementing a variable delaguch that its delay varies by the given inputs. The system
inverter. We explain in Section V how the delay of the investe in Figure 4 characterizes each cell by sweeping the clock

Fig. 3. The probability of observing timing failure as a ftina of clock
pulse width,T".

can be changed. frequency once. Then, itincrements the cell address anésmov
_ ) to the next cell. The cells are characterized in serial. The
A. Signature extraction system row and column decoders activate the given cell while the

In this subsection, we describe the system that efficientlgst of the cells are deactivated. Therefore, the outpuhef t
extracts the probability of observing timing failure as mdu deactivated cells remain zero and the output of the OR fancti
tion of clock pulse width for a group of components on FPG/Asolely reflect the timing errors captured in the activatell. ce



Each time the data is written to the memory, three value soooomooos| | omooooooEd Pél;)se Width

are stored: the cell address, the accumulated error vahet, a|ooooomomoo| |momoooooao| - Cafenge

the clock pulse number at which the error has occurred. Th EEEEEEEEEE EEEE‘EEEEEE' g ;LT Response
clock counter is then for each new sweep. The whole operatidSogog00000 | |QmOomORoODy, ™) P =0
iterates over different binary chaIIenggs to the cells.eNbiat | gQEEEEEaEan| |Ronoaosoma| 11071

the scanning can also be performed in parallel to reduce thBOOBO00000| [OMOOMOCOOOR| g,
characterization time [22]. Placement 1 Placement 2 Challenge

B. Characterization accuracy Fig. 5. Two random placement of PUF cells on FPGA.

The timing resolution, i.e., the accuracy of the measured
delays, is a function of the following factors: (i) the clock
jitter and noise, (ii) the number of frequency sample pgints V. TimMiNG PUF
and (i) the number of pulse samples at each frequency.To enable authentication, a mechanism for applying chal-
Recall that the output of the characterization circuit isreaby  lenge inputs to the device and observing the evoked response
zero/one value. By resending multiple clock pulses of the required. In this section, we present a PUF circuit based
same width to the circuit and summing up the number & the delay characterization circuit shown in Figure 2. The
ones at the output, a real-valued output can be obtained. TRgponse is a function of the clock pulse width the delay
obtained value represents the rate (or the probability whehcircuit under testtcyr, and flip flop characteristicsy;. In
normalized) at which the timing errors happen for the inpube following, we discuss three different ways to challetige
clock pulse width. Equivalently, it represents a samplenpoiPUF.
on the curve shown in Figure 3. The more we repeat the
input clock pulse, the higher sample resolution/accuray cA. pulse challenge

be achieved along Y axis. Now suppose that the clock pulseOne way to challenge the PUF is to change the clock pulse

of width 7" is sent to the PUF foh/ times. Due to clock jitter . . :
) o - . width. The clock pulse width can be considered as an analog
and phase noise, the characterization circuit receive®ekcl .

pulse of widthT,;; — T + T, whereT; is additive jitter input challenge to the circuit in Figure 2. The response to

noise. Let us assumig; is a random variable with zero mean® given clock pulse of widthl" is either O or 1 with the
i Mg, probability given by Equation 8 or the plot in Figure 3.

and a symmetric distribution. Since the output probabitty However, the use of clock pulse width as challenge has a

ar;;g ?)?IT’? abnda\?é)rnatlr;gouvi”:‘u;ect;)nn aastf%’ tgzzg?t':%bﬁzzenumber of implications. First, the response from the PUHRF wil
P y by ging ymp y be predictable ifl" is either too high and too low compared

estimator as\f = oo. Finally, the minimum measurable dGIayto the nominal circuit under test deldy:yr. Predictability

IS a f_unctlon Of. the maximum speed at which the FF.S i responses makes it easy for the attacker to impersonate
be driven (maximum clock frequency). When performing ﬂ1e PUE without knowledge of the exact valuetofz. As

linear frequency sweep, a longer sweep Increases (i) aipd ( nother example, suppose that the response to multiplé& cloc
and thus the accuracy of the characterization. A compleie . o
discussion on characterization time and accuracy for tkﬁé’lses of the same \_N|d_tlﬂ,_are equgl to O,then,t_he 3“""0"”
method is presented in [22]. can_dedgce thai_} is in either reg|0_nR1 or Ry in Figure
3 with high confidence. If the nominal boundaries of these

) regions @®i,...,R13) are known, the attacker can determine
C. Parameter extraction which regionT} belongs by just comparing it to the boundaries

So far, we have described the system that measures g < Ty < Tg,.,. Knowing the correct region, it becomes
probability of observing timing errors for different cloglulse much easier to predict the response to the given pulse width,
widths. The error probability can be represented compdmtly especially for odd region®;, Rs, ..., R13.
a set of few parameters. These parameters are directledelat Within the thirteen regions shown in Figure 3, the six
to the circuit component delays and flip flop setup and hotdgions that include transitions produce the least prebiet
time. It can be shown that the probability of timing error canesponses. Setting the challenge clock pulse width to the
be expressed as the sum of shifted Gaussian CDFs [7]. Thatistical median of the center points of transitions iguFe
Gaussian nature of the error probabilities can be explayed 3 would maximize the entropy of the PUF output responses.
the central limit theorem. Equation 8 shows the paramegdrizin other words, there are only six independent pulse widths
error probability function. that can be used for challenges and the results for othee puls

o)

I=|-1 widths are highly predictable. As it can be seen, the space of
g;

fox(t)=1+0.5 Z _1l/2
i—1

possible independent challenges for this type of challéage
relatively small.

- ) _ Another limitation of pulse challenges is that depending on
WhereQ(I):ﬁ N GXP(—%) andd;+1 > d;. To estimate the available clocking resources, generating many clodsgsu
the timing parametersf is fit to the set of measured datawith specific widths can be costly. Under such limitatiorns t
points ¢;,e;), wheree; is the error value recorded when theverifier may prefer to stick to a fixed pulse width. In the next
pulse width equalsg;. sections, we look into other alternatives to challenge tbé.P

(8)



SRAM Binary challenge . . . . .
valves 5 A configuration. During characterization, a complete dadalut
1 2 3
[a}

T 9 all CUT delays across the FPGA is gathered. At the time of
authentication, only a subset of these possible locatiatisrw

j o the FPGA array are selected to implement and hold the PUF
J_Ij A cells. The placement challenge is equivalent to choosimy an

querying a subset of PUF cells, where the selection input is
embedded in the configuration bitstream.
:E =0 Figure 5 shows two random placements of 20 PUF cells

Ay A3

Ay o—] across the FPGA array. Each black square in the figure con-
Aso— wr [0 tains a PUF cell which receives a pulse and binary challenge.
Az — The high degree of freedom in placement of PUF cells across
3-input LUT the FPGA results in a huge challenge/response space. In our
implementation, each PUF cell can be fit into a CLB on FPGA.
. _ _ ~ With N CLBs on FPGA, there will be(],f) different ways to
Eg'LﬁuTsTgﬁag‘éngz' tité”i%tgﬂfsogh;g;j The signal propagatpath inside 500 k PUF cells on FPGA. The smallest Xilinx Virtex 5

' FPGA (LX30) has 2400 CLBs which enablé¥.}’) number
of possibilities to place 512 PUF cells on the FPGA.

7 BY 55 55~
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B. Binary challenge
An alternative method to challenge the PUF is to change VI. RESPONSE ROBUSTNESS

the tcyr while the clock pulse W'dth IS f|xed_. So far, we Although PUF responses are functions of chip-dependent
assumed that the delay of CUT is not changing. To change o .
: . A rocess variations and input challenges, they can also be
tcuT, one must devise an input vector to the circuit-undet- o . : )
. L . affected by variations in operational conditions such as-te
test that changes its effective input/output delay by witer : : :
. . o erature and supply voltage. In this section, we discuss two
the signal propagation path inside the CUT. In other word : ; S .
. : déchniques to provide calibration and compensation to make
the binary input challenge vector alters the CUT delay b o . - . . o
AT . ; sponses resilient against variations in operationadiitimms.
changing its internal signal propagation path length, kenc ) :
! The first method takes advantage of on-chip sensors to
affecting the response. . oo . .
8erf0rm linear calibration of the input clock pulse width

In this work, we introduce a low overhead method t : . .

. . . hallenge, while the second method uses a differentiatstru

alter the CUT delay by tweaking the LUT internal signa] . . . .
re to cancel out the fluctuations in operational condgion

proportion path. We implement the CUT by a set of LUTs eac

. ; : . : . and extract signatures that are less sensitive to vargfion
implementing an inverter function. Figure 6 shows the imér . " o

L ) operational conditions. We will discuss the advantages and
circuit structure of an example 3-input LUT. In generalpa

input LUT consists o2@-1 2-input MUXs which allow selec- disadvantages of each method. The existing body of research

tion of 2@ values stored in SRAM cells. The SRAM cell vaIueéyplcally addresses this issue mainly through the use afrerr

are configured to implement a pre-specified functionality. correction techniques [11] and fuzzy extractors [23]. There

In this example, the SRAM cell values are configured t((:)or_rect_mn techmqu_es used_ for this purpose rely on a syndro
: . . . _which is a public piece of information being sent to the PUF
implement an inverter. The LUT output is only the function

. . . system along with the challenge. The response from the PUF
of Ay, i.e., O = f(4;), disregarding values o, and As. .
However, changing the inputé, and A5 can alter the delay of and the syndrome are input to the ECC to produce the correct

the inverter due to the modifications in the signal propagatiompm response. The methods discussed in this section help

paths inside the LUT. For instance, two internal propagaticgeduce the amount of errors in responses and they can be used

path for the values ofd,A; — 00 and AsAs — 11 are along with many other error correction techniques.
highlighted in Figure 6. As it can be seen, the path length
for the latter case is longer than the former, yielding adargA. Linear Calibration

effective delay. The LUTS in Xilinx Virtex 5 FRGAS consist The extracted delay signatures at characterization phase
of 6 inputs. Five inputs of the LUT can be used to control and y sig P

alter the inverter delay resulting 2P = 32 distinct delays for are S“t?lea to changes due to aging of silicon devices, vari-
ations in the operating temperature, and supply voltage of

each LUTS. Finally, note that the delays for each binaryinpthe FPGA. Such variations can undermine the reliability of
{

must be measured prior to authentication. The responsesto T

. . o ' authentication process. The proposed method performs

PUF is then predicted by the verifier based on the conflgureae. : . .

delay and the input clock pulse width. cahbraﬁmn on f:!ock pulse width according to the current

operating conditions. Fortunately, many modern FPGAs are

equipped with built-in temperature and core voltage sensor

C. Placement challenge Before authentication begins, the prover is required taigen
Another important type of challenge which can be implehe verifier the readings from the temperature and core gelta

mented solely on reconfigurable platforms is the placemesgnsors. The prover, then based on the current operating

challenge. This type of challenge is enabled by the degreenditions, adjusts and calibrates the clock frequencye Th

of freedom in placing the PUF cells on FPGA in eacpresented calibration method linearly adjusts the pulsdthwi



Binary Challenge

using the Equations 9 and 10.

: Launch Sample Capture
Tealib = Qmp X (EMPeur — tmprer) + Tres 9) < § FIiFIop Flip Flop Flip Flop |
Tcalib = Qydd X (Uddcur - vddref) + Tref (10) E E I '3: Is i:gglrt_- I
tmp,ey andudd,.; are the reference temperature and FPGA | L4 test

core voltage measured during the characterization phasg|, =-------===========-
tmpey,r andodd,,, represent the current operating conditionsm Launch Sample Capture

= Flip Flop Flip Flop Flip Flop
The responses from the PUF to the clock pulse wifithy;, 5 <] o
are the_zn treateq as ife s were sen_t to the PUF at reference© I D I u:gg'r_' |
operating condition. The calibration coefficients,,, and FF|S test b
a,qq are device specific. These coefficients can be determined
by testing and characterizing each single FPGA at different [ ] _Clock

ten
temperatures and supply voltages. For examplé;if"* and «>
tmpa . .

d; are -th extracted delay parameter under Operatlnﬂg. 7. The differential signature extraction system.
temperaturegmp, andtmp,, then

Counter

Signature

dl?mpl _ dﬁmpz dyddl _ di_/dd2

m, Qudd,i = m (11)  we consider the difference of the responses from two adfacen
. PUF cells. More specifically, the outputs of the capture flip

Note that for each delay parameter on each chip, two c&ffsps from the two cells drive an XOR logic. Assumirig

bration coefficients can be defined (one for temperature agdy i» are the inputs and is the output of the XOR logic,

one for voltage supply effect) and the clock pulse widtfhen the probability of output being equal to ‘1o, as a

can be calibrated accordingly. Ideally, with the help of &,,ction of the probability of inputs being equal to ‘13
more sophisticated prediction model (potentially a nagdin 5, s, can be written as:

model) trained on a larger number of temperature and voltage
supply points (instead of two points as in Equation 11), PO = p1+p1—2 X p1 X pa (13)

highly accurate ca_lllbratlon can b_e performed on f[he CIOCkl and po are functions of the clock pulse width (T) and the
frequency. In reality, due to limitations on test time an

N : inary challenge as explained in Section IV. The resultin
resources, it is impractical to perform such tests for eac y g P 9

FPGA device. Instead, calibration coefficients can be éelriv(.)mpm probability is shown in Figure 8 (see the red das_hed
. . - . line) for two sample PUF cells under (a) normal operating
from a group of sample devices and a universal coefficie

can be defined for all devices by averaging the coeﬁicientcggzdt;téogezgdSﬁaléogo?hpiﬁgngehe (l;r:apl)aeratl;rrzmogt—gg gfeltshifte d
In Section IX, we demonstrate reliability of authenticatior ' yp

universal calibration coefficients. Note that in Equati®resnd together under the same operational conditions, the fegult

10, we assume that only one type of operational conditic%]OR output probability retains the shape, with only a scalar

T . ) slaift along the x axis. To extract robust signatures, onalsee
variation is happening at a time and both temperature aj . e . -
voltage supplv do not fluctuate simultaneously. Howevarsf 0 look into shift invariant features that are less sensitio

9 pply . y: vand e['nvironmental variables. Features such as the high/lowemeg
consider these effects independently, we can superimpase

. : ) idths of the resulting XOR probability plot, or the total
effects by applying Equation 9 to the output of Equation 18:é\\'/rea under the XOR output probability plot can be used for

A more general approach would be to consider a 2D nonlinetﬁﬁS purpose. In this work, we use the area under the XOR
transformation given by: ' ’

Qtmp,i =

Tcalib - f(vddcura tmpcura Tref) (12) 1 . . 'Tk/)r:nal Conflntnon ;
The main disadvantage of calibration methods is the time E osl / - gé%‘f’m |
effort required to characterize the delay at various opemat & Cell B
conditions. Hence, more effort spent on building and tragni © o L .
the regression model, the more accurate calibration an 08 cmckpulse“-’jﬂdm (7)1'2 13 1.4
higher robustness in responses can be achieved. Low Temperature
Z 1 ' I '/I I Alrea
B. Differential Structure 8 osl L S eadl
In this section, we introduce a differential PUF structur & e 1 cell®
that compensates for the common mode variation inducec  © s T 2 T3 T4

the impact of fluctuations in operational conditions on tl Clock pulse width (T)

delays. The goal of the method is to extract a signature that » »

- iant to fluctuations in operational conditions Fig. 8. The timing error probability for two sample PUF celsd the

IS Invarian " } p ) : resulting XOR output probability under (a) normal opergticondition and
The PUF introduced previously receives a clock pulse andm low operating temperature of -10".

binary challenge to produce a binary response. Here, idstea

of looking at the output responses from a single PUF cebtutput probability curve. The area is shaded in Figure 8 for



the two operating conditions. The area under the curve cantoeclone the FPGA, and (iii) the characteristics of the FPGA
calculated by integrating the probability curve from thevést owned by the prover is a secret only known to the prover and
to highest clock pulse width. We use the Riemann sum metheekifier.
to approximate the total area underngath thel XO.R probyit_)ilit As shown in Figure 9(a), during the registration phase, the
curve in hardware. The result of the integration is a resilie yerifier extracts and securely stores the cell delay pararset
real valued signature extracted from the PUF cell pairs. by performing characterization as explained in Sections IV
In order to find a quick approximation to this integral ingy knowing the FPGA-specific features in addition to the
hardware, we sweep the input clock frequency linearly frogyrycture and placement of the configured PUF, the verifier
frequency f; = 1/2T, to f. = 1/2T; whereT; < Dmin, s able to predict the responses to any challenges to the PUF.

Tu > Dz, Dimin @and Dy, represent lowest and highesiagter registrations, the FPGA along with the pertinent PUF
bounds on delay parameters under all operational condltloeonﬁguraﬂon bitstream is passed to the end-user.

In other words, the sweep window must always completely L . .
contain all parts of the curve. The output of the XOR is At the authentication, end-user (prover) is queried by the

éiéifier to make sure she is the true owner of the FPGA.
t

connected to a counter as shown in Figure 7. The aggreg . N g e
counter value after a complete sweep is a function of the ar ssic authentication is shown in Figure 9(b). To aut

under the curve. Please note that this value is not exactigleq igrvgfrszgt;g?avneégﬁr EEZI(; aera\r;:;r;rssefi(: ar:;l?ﬁfer?he
to the area under the curve and is only proportional to e _”? ds t %h hall q h ying 1
integral. Also, a longer sweep time results in a larger numb rover. The prover responds to the challenges She receives

of clock pulses and thus more accurate approximation of t gm the verifier by applying them to the configured FPGA

signature. This is analogous to using a larger number of n lqrdware. The verifier then compares the received responses

rower subintervals when approximating the area under cur rgm the prover with the predicted ones, and authenticaies t

. . . ... chip if the responses are similar.
with the Riemann sum to achieve a smaller approximatio P P

error. To ensure robustness against errors in measuring the delays
Although the generated responses are less sensitiveafi§l the changes in operational conditions, the registratio
variations in operational conditions, it should be notedtthentity may also compute the error correction information fo
the responses are a function of the difference in the timilge responses to the given challenges. To prevent infoomati
characteristics of the two PUF cells. The area under theecuf@¢akage via the error correction bits, secure sketch tegies
loses a lot of information about the shape of the curve aral algan be used. A secure sketch produces public information
some information is lost on each individual probability weir @bout its input that does not reveal the input, and still perm
through the difference operation. Therefore, the respphage exact recovery of the input given another value that is close
a lower entropy compared to the linear calibration methad. 1o it [24].
obtain the same amount of information, more PUF cell pairs The device is authenticated if the response after error
must be challenged and scanned. Another limitation of thi®rrection would be mapped to the verifier-computed hash
structure is the length of the input challenge. To estimaée tof responses. Otherwise, the authentication will fail. eAlt
area under the curve with a high accuracy, the whole intervgtively, the verifier can allow for some level of errors in
from the lowest to the highest frequency must be swept in fifige collected responses and remove the error correction and
steps and thus, it would require more clock pulses comparedtashing from the protocol. However, accepting some errors
the other method. Using few clock pulses leads to a larger ai the responses makes the verifier be more susceptible to

estimation error, lower probability of detection, and regh emulation/impersonating attacks [2], [25].
probability of false alarm. Finally, the pairing of the PUElls

introduces another degree of freedom to the system where a

. .. Verifier Prover Verifier Prover
set of challenges can specify pairing of the PUF cells. ey - -
iRecunﬁgumlian:’ i E—Ret:RcrarF;gdSrmatinni"
_____ v ‘L ARG Day ((DEETEEEEEETL
VII. AUTHENTICATION PROTOCOL Jencem | L OERER | [ Rancom | - {jCoNMGURHEY
allenges Lt e 1 [} FPGA |
. . . i i f Challenges [ (oo oZTZ20C0
In this section, we show how the extracted cell characterigRegstration. (puise/binary) e ] '
= Response (p ry)

tics in Section IV can be utilized for FPGA authenticatioheT  Corfaure
following terminology is used in the remainder of the pape_characterizing
The verifier (V') authenticates therover (P) who owns the apy bifferent

genuine FPGA device. The verifier authenticates the dewice Puse 3 neus

Response Generation

Emulation

Compute Error

Correction Bits

Apply Error
Correction

‘ Hash Function ‘ ‘ Hash Function ‘

verifying the unique timing properties of the device. Determine Cell
Feature @
. . . Store Cell Yes No
A. Classic Authentication Featres | [Pass]
The registration and authentication processes for thesiclas ®) ©

authentication case are demonstrated in the diagram inrd-igu

9(a) and (b) (disregard the darker boxes for now). The mifio. 9. (a) FPGA registration (b) Classic authenticationvfl@) Time-bound
. . . . e ...authentication flow.

imum required assumptions for this case are: (i) the verifier

is not constrained in power, (ii) it is physically impossbl



B. Time-bounded Authentication Using Reconfigurability Configuration time varies for different configuration

) i o schemes and depends on the configuration file size, config-
After the FPGA registration, the verifier is able to COMPULE 4tion port width, and frequency of the driving clock. Con-

and predict the responses to any set of challenges by knowff{ﬁ:ration time can roughly be estimated By, ; = —~

(i_) the cell-level featu__r_es of the pertinent FPGA_" (?i) th%hereLb is the configuration bitstream length in bitg, Is

circuit structure, and (iii) placement of the PUF circuithel the clock frequency in Hz, and, is the configuration port
information on the PUF circuit structure and placement is eMyiqh in bits. For example, In our experiment on Xilinx Vixte
bedded into the configuration bitstream. In the classicenttt g Fpgas (LXllO)LbZS.SMB £.=50MHz andP,,=16bit, the

method, the bitstream is never changed. A dishonest provesyfiq ration time equals 350 milli-seconds. Faster clazis
off-line and given enough time and resources can (i) eXtra&pedite the configuration process

the cell-level delays of the FPGA, and (ii) reverse engineer
the bitstream to discover the PUF structure and its placémen
on the FPGA. During the authentication, the dishonest prove
can compute the responses to the given challenges online bferhaps the most dangerous attack to an authentication
simulating the behavior of the PUF on the fly and producirgystem is impersonation attack. Impersonation attack aitms
the responses that pass the authentication. deceiving the verifier to get through the authentication by
A stronger set of security protocols can be built upon tH€verse-engineering and simulation of the authentic @evic
fact that the prover is the only entity who can compute tHgehavior, or storing and replaying the communication, or
correct response to a random challenge within a specific tif@dom guessing. Storage and reply attacks are impractical
bound since he has access to the actual hardware. In fi§slong as the verifier uses a new random challenge every
protocol, prior to the beginning of the authentication gess time. Random guessing and prediction attacks pose a ttireat i
the FPGA is blank. The verifier then sends a bitstream to tHte responses have a low entropy and are predictable. As we
device in which a random subset of LUTs are configured fépentioned in Section V, by setting the input clock pulse fadt
authentication. After the device is configured, the verigiarts 10 the statistical median of the center of transition regjon
querying the FPGA with random challenges. The verifier adl€ entropy of the responses can be maximized. For a fixed
cepts the responses that are returned back onyt i Atmax  PiNAMY challenge, there are not more than six independpntin
whereAt is the time elapsed on the prover device to compufd0ck pulse widths to be tried. In other words, the respotises
the responses after receiving the configuration bitstresamd, Other input clock pulse widths would lack sufficient entropy
Atmax is the upper bound delay estimated computation dP obtain more response bits, more binary challenges must be
responses by the authentic FPGA prover device, which y§ed instead.
composed of device configuration, response generatioa; err Among the aforementioned threats, the reverse engineering
correction, and hashing time all performed in hardware. ~ and simulatipn attacks are the most critical gttacks to ad-
The verifier will authenticate the device only if the timed€SS: The time-bounded protocol discussed in Section VII

the device takes to generate the response is lessAagk. is constructed based on secrecy in placement of the PUF

We denote the minimum emulation time B§™ , where and the connection of the input challenges to the CUTs. The
emu S < Az Time-bounded authenticationmprotocol casecret expires within the given time bound. To provide the

min
be added to the authentication flow, as demonstrated in EigGPTeCt response to a new challenge, the adversary has to

9(c). Compared to the classic authentication flow, a timendou"€Verse engineer the bitstream to decipher the placement an

check is added after the hash function. While performirfgPNnection of the input challenges to the PUF. Next, he has
the above authentication, we emphasize on the assumpfiprimulate (or emulate) the PUF behavior using the public
that the time gap between hardware response generation Aff?9 characterization. These two steps must be performed
simulation (or emulations) of the prover must be larger tthen Within the given time constraint. Even after many years of
variation in the channel latency. The time-bound assumpti6€S€arch in rapid simulation technologies for hardwaregtes

would be enough for providing the authentication proof mgnd yalidatiop, accurate simulation or emulation of a hamy\{
[13], [26]. architecture is extremely slow compared to the real device.

1) Estimating the time-bound\ow let us look atAt, the In a_ddltlon, even though bitstream reverse-engineeri & ha_
. ; artially been performed on some FPGAs [27], performing it
time elapsed on the prover device to compute the responsgs. . ; ) .

would require a lot of simulations and pattern matching. §,hu

Before proceeding, note that the characterization is a ONFwould take many more cycles than the authentic hardware

time offline operation which happens prior to authentumtlowhere the verifying time is dominated by the bitstream con-

hase and its time complexity does not affect the time-bound . . . o
Siscussed here\t is the spum (z‘time required to configure theﬂguratlon time (in the order of 100 mili seconds).
FPGA,T..s, and the time spent on evaluating the PUE,,;,
i.e., At = Tionf+Tevqr. During the PUF evaluationy,, clock
pulses atN; distinct frequencies are sent 9..; PUF cells In this section, the implementation details of the signa-
in serial with an average pulse width @f,,,, therefore the ture extraction system are presented. We demonstratetsesul
average evaluation time iy = Np X Neeyy x Ny xTyeq. For  obtained by measurements performed on Xilinx FPGAs and
instance, in our experimentd, = 8, N, = 6, Ny = 1024, further use the platform to carry out authentication on the
andTg,g = 2ns, yielding Teyq; >~ 98puseconds. available population of FPGAs. For delay signature exioact

VIII. ATTACKS AND COUNTERMEASURES

IX. EXPERIMENTAL EVALUATIONS
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Reconstructed
O Measured
Gaussian Fit

the system shown in Figure 4 is implemented on Xilinx
Virtex 5 FPGAs. The system contains a>x3232 array of
characterization circuits as demonstrated in Figure 2.QU&
inside the characterization circuit consists of 4 investeach
being implemented using one 6-input LUT. The first LUT
input (A;) is used as the input of the inverter and the rest of th
LUT inputs (A,,...,Ag) serve as the binary challenges which
alter the effective delay of the inverter. The characteitra 8ss 09 o 1 1-6§(na;;1sec;£) 12 125 13 195
circuit is pushed into 2 slices (one CLB) on the FPGA. In

fact, this is the lower bound on the characterization circufig. 10. The probability of detecting timing errors versti finput clock
hardware area. The reason is that the interconnects inside Qulse widthT". The solid line shows the Gaussian fit to the measurement data
FPGA force all the flip flops within the same slice to operate
either on rising edge or falling edge of the clock. Since the
launch and sample flip-flops must operate on different clock s
edges, they cannot be placed inside the same slice. In &tal, ,©
LUTs and 4 flip flops are used (within two slices) to implement
the characterization circuit. The error counter si2é) (s set

to 8. To save storage space, the accumulated error values ar
stored only if they are between 7 and 248.

o
®

o
)

o
IS

o©
[}

Probability of detecting timing errors

D, for chip #9 01 for chip #10

Y coordinate
&
=y
w
Y coordinate

10 20 30 10 20 30

We use an ordinary desktop function generator to sweep X coordinate X coordiate
the clock frequency from 8MHz to 20MHz and afterwards (@) (b)
shift the frequency up 34 times using the PLLs inside the o forchip #9 o, forcip #10
FPGA. The sweeping time is set to 1 milli seconds (due to the  FAR 7554 =01 I o Hl G
limitations of the function generator, a lower sweepingeim k5 « (& =14 Y LI 5

L

g L . al

could not be reached). The measured accumulated errorsvalue £ k% &= "5 = |I AR
g moedh Wawdl

are stored on an external memory and the data is transfarred t £xf, .y &, . 20/ . .

a PC for further processing. Notice that the storage opmrati A " _.':__. B g bty o ,

can easily be performed without the logic analyzer by using  =f, T ey ’ 0

any off-chip memory. R O i
The system is implemented on twelve Xilinx Virtex 5 © )

XC5VLX110 chips and the measurements are taken under
different input challenges and operating conditions. Thar¢ Fig- 11. The extracted parametefs (a,b) ando, (c,d) for chips 9 and 10.
acterization system in total uses 2048 slices for the charac
ization circuit array and 100 slices for the control circaiit
of 17,280 slices. extreme data points and the plus signs show the outlier point
The measured samples for each cell are processed and thdsing the measured data from the twelve chips, we in-
twelve parameters as defined in Section IV-C are extractegstigate different authentication scenarios. The auitetion
Figure 10 shows the measured probability of timing errgrarameters substantially increase the degree of freedom in
versus the clock pulse width for a single cell and a fixed chathallenging the PUF. These parameters include the number of
lenge. The (red) circles represent original measured samplock pulses to send to the PURY), the number of binary
points and the (green) dots show the reconstructed sanfdeschallenges to apply to the PUR(), the challenge clock pulse
explained earlier, to reduce the stored data size, erropkam width (7'), and the number of PUF cell$V(..;;) to be queried.
with values of 0 and 1 (after normalization) are not written tIn other words, in each round of authenticatid®, challenges
the memory and later are reconstructed from the rest of thee applied taV..; PUF cells on the chip and the¥i, pulses
sample points. The solid line shows the Gaussian fit on thé width 7" are sent to to these PUF cells. The response to
data as expressed in Equation 8. each challenge consists f, bits. For ease of demonstration,
Parameter extraction procedure is repeated for all cells aifie response can be regarded as the percentage of ones in the
challenges. Figure 11 shows the extracted paraméteend [V, response bits, i.e., an integer between 0 ajd
oy for all cells on chips#9 and #10 while the binary = To quantify the authentication performance, we study the
challenge is fixed. The pixels in the images correspond #dfect of N..;; andT on the probability of detectiorpf) and
the cells within the 3232 array on FPGA. Some levels offalse alarm f;). Detection error occurs in cases where the
spatial correlation among; parameters can be observed otest and target chips are the same, but due to instability and
the FPGA fabric. noise in responses, they fail to be authenticated as the.same
The boxplots in Figure 12(a) show the distribution of th®©n the other hand, false alarm corresponds to the cases where
delay parameters; for i=1,2,...,6 over all 12 chips and 1024the test and target chips are different, but they are idedtis
cells and 2 challenges. The central mark on the boxpltte same chips. During this experiment, the binary cha#sng
denotes the median, the edges of the boxes correspondatd®UF cells are fixed and the number clock pulses is set to
the 25th and 75th percentiles, the whiskers extent to the m@§, = 8. The clock width ') is set to each of the medians
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of the values shown in Figure 12 (a). Setting the clock pulskfferent operating conditions.
width to the median values results in least predictability o The probabilities of detection and false alarm are derived
responses. AllV,.;=1024 PUF cells are queried. The sambefore and after performing calibration on the challengseu
experiment is repeated for 10 times to obtain 10 responaddth for different clock pulse widths and number of binary
vectors (each vector 8/, = 8 bits) for each chip. Therefore, challenges to the cells. In this experiment, all 1024 PUF
each clock pulse generates<8024 bits of responses fromcells on the FPGA are queried for the respondg. =8 as
every chip. After that, the distance between the respomegs f before. As it can be seen in Table Il, the detection probtdsli
the same chips (intra-chip distance) over repeated evahst are significantly improved after performing linear calitioa
is measured using the normalizdd distance metric. The based on the coefficients extracted for each chip. The Vagab
distance between responses from different chips (intgr-chy,,,, andt;,., correspond to -19C temperature and 0.9 supply
distance) is also measured. If the distance between thehtigst voltages respectively. The reported probabilities of €dblre
and the target chip responses is smaller than a pre-specitigidn percentage. Also note that for the challenge pulsetwid
detection threshold, then the chip is successfully auibatetd. of T = 0.87 ns, the probability of detection reaches 100% and
In the experiments, the detection threshold is set at 0.15. probability of alarm falls to zero after calibration. Thensa
Table | shows the probability of detection and false alarfmolds true forV, = 2 andT" = 0.87,0.9,0.95. Thus, increased
for different clock pulse widths and number of queried PUFevel of reliability can be achieved during authenticatigith
cells. To calculate the probabilities, the distance betwise proper choice of pulse width and number of challenges.
response of every distinct pair of FPGAs are calculated. TheFigure 13 shows how performing calibration decreases
number of pairs with a response distance of less than 0.1 intra-chip response distances in presence of temperatu
normalized to the total number of pairs yield the probapilitchanges. The histogram correspondsTto= 0.95ns and
of false alarm. To find the probability of detection, the diste . = 2 in Table Il before and after calibration.
between the responses from the same chip acquired at differe Next, we examine the differential signature extraction-sys
times are compared to 0.15. The percentage stay within #een presented in Section VI-B. To extract the signature, the
threshold determine the probability of detection. As it &8 base frequency is swept from 8 to 20 MHz in a linear fashion
observed, the information extracted from even the smadiest in 1 mili second and shifted up 34 times using the FPGA
of cells is sufficient to reliably authenticate the FPGA cliip internal PLLs. The sweep is repeated for the 512 pairs of PUF

the pulse width is correctly set. cells producing a real-valued signature vector of size $42.
large number of pulses~(107) are generated in a complete
() : sweep. The signature as explained in Section VI-B is the
N Challenge Pulse Width lati f the timi let T
cell [ T23 [ T15] 1.06] 1.03] 0.9 ] 0.87 accumulation of the timing errors over a complete sweep. To
64 1 096 0 0 0T o1l 152 achieve an accurate approximation of the area under thecurv
128 | 2.04 0 0 0| 0]152 a large number of clock pulses must be tried. This is the main
256 | 455] O 0 0] 0152 disadvantage of this method compared to the singled ended
(b) method. To extract the shift invariant parameters such the

N Challenge Pulse Width
cell 1237115 1.06] 1.03] 0.9 0.87

64 93.3] 96.2 | 100 | 100 | 100 | 100

128 9421 98.8| 100 | 100 | 100 | 100 & L4} i
256 | 99.85| 100 | 100 | 100 | 100 | 100 813 | i
o |
£ 12 = e +
TABLE | b - g ‘ 1
(A) PROBABILITY OF FALSE ALARM (B) PROBABILITY OF DETECTION 2 A + Jr : g J% |
£ * L -+
Zoor + + % % 1
o8 D1 D2 D3 D4 D5 D6

In the next experiment, we study the effect of fluctuations in Extracted Parameters
the operating conditions (temperature and core supphagelt

on the probabilities of detection and false alarm. Morepwer (@)
demonstrate how linear calibration of the challenge cladk® -

width can improve the reliability of detection. To calc@ahe 18f ’

calibration coefficient defined by Equation 11, we repeat the 16l e TV"DTJ’L:%CC

Temp=-10°C
141 i Vop =1V

delay extraction process and find the delay parameters ffor al

twelve chips at temperature 40 and core voltag®.9 Volts. T ‘
The chip operates at the temperaturé¢@7and core voltage L Tve[)r[n)p;g_vgg o ——
of 1 volts in the normal (reference) condition. We use the it -
built-in sensors and the Xilinx Chip Scope Pro package to fonvad nommal fowTemp
monitor the operating temperature and core voltage. To cool
down the FPGAS, liquid compressed air is consistently sgay ()

over the FPGA surface. Figure 12 (b) depicts the changesrig. 12. (a) Distribution of delay parameteds. (b) The distribution ofd;
the distribution of the first delay parametet ) at the three for normal, low operating temperature, and low core voltage

Distribution (nano secs)
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No Calibration Calibrated
NC:]- NCZZ Nc:l NCZZ
Viow Liow Viow Liow Viow tiow Viow Liow
Pa Py Pd pf Pd Py P4 )i Pa Py Pd Py Pa pf Pa pf
123|184 | 0 | 333 16.7] 184 | O 33.3] 2229 100 | O 75 0 100 | O 75 0
106 [ 184 ] O 18.4 0 184 O 18.4 0 50 0 50 0 5731 0 50 0
T 101] 184] 0 | 16.7 0 1841 0 16.7 0 666 [ O 75 0 [682] 0 75 0
095[ 184] 0 | 16.7 0 184 O 16.7 0 66.7] 0 100 | O [ 849] O [100] O
09 [167] O 25 0 16.7] O 25 0 833 O 91.7]1 O 8341 0 100 O
0.87] 25 0 25 0 25 15] 25 0 100 O 100 | O 100 O [ 100 O
TABLE Il

THE PROBABILITY OF DETECTION AND FALSE ALARM BEFORE AND AFTERPERFORMING CALIBRATION ON THE CHALLENGE PULSE WIDTH IN PREBNCE
OF VARIATIONS IN TEMPERATURE AND CORE VOLTAGE

Under temperature variations

0.4 T

. T
[ TJInter—chip
0.3 I (ntra—chip |7
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Fig. 13. The inter-chip and intra-chip response distances/T= 0.95 ns
and N. = 2 before (top) and after (bottom) calibration against chanige
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tocol relies on the fact that online reverse-engineeringhef
bitstream is a non-trivial task. A new calibration method fo
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the PUF circuit at single frequency points will not yieldyas demonstrated. Evaluations on Xilinx V5 FPGA show
sufficient information. Therefore, a complete sweep cogri the effectiveness and practicality of the new timing signat
the regions with high information content is needed. The extraction and authentication method.
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