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Abstract—Hardware Trojans are malicious alterations or
injections of unwanted circuitry to integrated circuits (ICs)
by untrustworthy factories. They render great threat to the
security of modern ICs by various unwanted activities such as
bypassing or disabling the security fence of a system, leaking
confidential information, deranging, or destroying the entire
chip. Traditional testing strategies are becoming ineffective since
these techniques suffer from decreased sensitivity toward small
Trojans because of oversized chip and large amount of process
variation present in nanometer technologies. The production
volume along with decreased controllability and observability
to complex ICs internals make it difficult to efficiently perform
Trojan detection using typical structural tests like path latency
and leakage power. In this paper, we propose a completely new
post-silicon multimodal approach using runtime thermal and
power maps for Trojan detection and localization. Utilizing the
novel framework, we propose two different Trojan detection
methods involving 2-D principal component analysis. First,
supervised thresholding in case training data set is available
and second, unsupervised clustering which require no prior
characterization data of the chip. We introduce �1 regularization
in the thermal to power inversion procedure which improves
Trojan detection accuracy. To characterize ICs accurately,
we perform our experiments in presence of realistic CMOS
process variation. Our experimental evaluations reveal that our
proposed methodology can detect very small Trojans with 3–4
orders of magnitude smaller power consumptions than the total
power usage of the chip, while it scales very well because of the
spatial view to ICs internals by the thermal mapping.
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I. INTRODUCTION

GLOBALIZATION of the semiconductor design and
fabrication process due to the ever-increasing cost of

manufacturing in small-scale CMOS technology has lead
imminent threat to the security of integrated circuits (ICs).
Besides foundry practices, modern IC design often use intel-
lectual properties (IP) cores and electronic design automa-
tion (EDA) software tools, which are supplied by third party
vendors. While the practice saves cost by utilizing the econ-
omy of scale, involvement of third-party entities exposes the
chips by authentic designers to threats including hardware
malware (Trojan) insertion, unlicensed IP handling, and IP
piracy [2]–[4]. Since ICs form the core for the computing
and communication systems used in contemporary personal,
commercial, and government affairs, their exposure endan-
gers the full systems built upon them. Therefore, developing
noninvasive methods for screening and interrogating ICs for
maintaining integrity in presence of unreliable third-party
fabrication has become essential.

Hardware Trojans are implemented by unsought chip mod-
ifications by traitorously changing or tampering with the
chips to provide opportunities for later exploits including con-
trolling, monitoring, or spying the chip contents or secret
keys [2], [4], [5]. Trojans can be very hard to detect, since
they may be often inactive, only triggered as needed in tar-
get time intervals. Due to the increasing complexity of the
contemporary chips and lack of controllability/observability
to the chip internals post-silicon, the traditional structural and
function tests are becoming ineffective in targeting Trojans.
Invasive reverse engineering methods are slow, destructive,
and expensive. Thus, devising noninvasive methods for exam-
ining the ICs and detecting Trojans has been recognized as a
challenging research problem.

We devise a novel methodology for Trojan detection using
multimodal post-silicon spatial thermal and power estimates.
Chips can be thermally characterized using infrared emissions
from the backside of silicon die, which then can be processed
to get detailed spatial power maps [6]–[8]. These detailed
thermal and power maps provide a much higher resolution
Trojan detection method than previous methods where the total
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current is measured and converted to gate-level. This detection
procedure is easily scalable because the chip’s spatial view in
thermal mapping is not limited by the size of the chip and is
only dependent on the thermal mapping resolution. The major
contributions of this paper can be summarized as follows.

1) We propose a new direction for hardware Trojan detec-
tion and develop a multimodal characterization frame-
work which includes spatial thermal maps and inverted
power maps to detect and locate IC Trojans. Our detec-
tion framework involves acquiring post-silicon runtime
thermal maps and applying residual inversion methods
with l1 regularization to obtain sparse spatial power
maps which results in high sensitivity Trojan detection.

2) We employ 2-D principal component analysis (2DPCA)
in order to tackle high dimensional thermal and power
maps. Utilizing the 2DPCA framework, we present two
different approach to Trojan detection, first is the super-
vised thresholding which needs training data set, and the
second is unsupervised clustering method, which does
not require any training data set.

3) To create realistic chips, we add 20%–40% process vari-
ations (PVs) to gate lengths, widths, and oxide thickness
which can hide Trojans. To cover a wide range of vari-
ations, in our experiment we set five different PV levels
with different standard variances which are obtained
from realistic spatial variability models. We also add
gaussian noise to our thermal maps to mimic real noise
in infrared measurements.

4) We design virtual Trojans with local power density vary-
ing from 0.004 to 0.448 μW/μm2 of total IC power
consumption. To evaluate the accuracy of our Trojan
localization method, we place the virtual Trojans in ten
different locations in the chip.

5) We present an extensive set of simulation results with
four different benchmarks with realistic chips and very
small Trojan sizes. We show that our proposed meth-
ods are able to detect and locate Trojans with power
consumption as small as 0.05 μW/m2 very efficiently
and accurately. We also evaluate the impact of ther-
mal noise and chip voltage on the Trojan detection
accuracy.

This paper provides a new dimension in identifying Trojans
by using the spatial thermal and power information. The 2-D
characteristics of the chip given by our method is not measur-
able by other noninvasive test methodologies such as standard
delay, quiescent current in CMOS integrated IC (IDDQ), and
transient power supply current (IDDT) tests. Note that our
method has the ability to scale, because its resolution is inde-
pendent of the chip size but dependent on the local Trojan
power density (LTPD), which is defined as the power con-
sumption of Trojan over the block size. Therefore, the valuable
2D information is used for detecting the Trojan and for iden-
tifying the problematic region as long as those regions are
above the resolution of the method. Once those regions are
identified, other localized testing methods, such as delay tests
can be used for further enhancing the detection capabilities.
Our method provides a new test modality which enhances and
complements the resolution and performance of the existing

Trojan detection methodologies that are based on noninvasive
measurements from the chip.

The organization of this paper is as follows. Section II
provides the necessary background. In Section III-B, we out-
line the thermal and power framework for our proposed
Trojan detection procedure and in Section III-C, we describe
our 2DPCA analysis. Section III-D describes various Trojan
detection methods and Section IV describes our localization
procedure. In Section V we discuss the impact of noise in
thermal maps and measures to improve detection results. In
Section VI, we present our experimental setup and results
to demonstrate the effectiveness of our approach, and finally,
Section VII summarizes our main results.

II. BACKGROUND

A. Trojan Detection

Reports of instances of malware in military chips have
triggered further research and investigations into the Trojan
detection problem [3]. The utilized tests for Trojan detection
include current-based methods, using static or dynamic cur-
rents [9]–[12], delay-based approaches [13]–[15], as well as
simultaneous consideration of various current and delay test-
ing methods [16]. In current-based approaches, both regional
testing of current sums [9], [10], and translation of the cur-
rents to the gate-level [11], [12], [16] were pursued. While
current-based methods can potentially provide a good charac-
terization on smaller circuits, the presently available methods
either need additional probes to the chip for regional current
measurements [9], or necessitate formation and solving very
large system of equations that are highly sensitive to noise
and PV [11], [12], [16]. Delay-based detection methods have
less components on each path and are easier to scale, but they
suffer from the known problem of inadequacy of external test
vectors for sensitizing all possible paths.

One of the work in this area [17] utilized the dynamic cur-
rent (power) measurements by destructive testing of a few ICs
from the design to build signatures. The assumption was that
the fingerprint did not contain any malware. The existence
of Trojan(s) in other chips were verified by noninvasively
comparing against the signatures formed by destructive test-
ing. Another path taken early for Trojan detection was to
use verification and functional testing method. This approach
simulates the inputs and then checks the corresponding out-
puts for the desired patterns [18], [19]. Functional testing
suffers from the state-space explosion and lack of targeted
verification output (since the Trojan behavior is not known
in advance). Therefore, it’s scope and effectiveness is rather
limited.

The typical assumption for current- and delay-based Trojan
detection approaches is that a golden model of the chip can be
formed by post-layout simulations. The structural properties of
the manufactured chips under investigation are then compared
with this model. Such detection becomes more challenging for
newer technology nodes which have surging random PV hard
to separate from Trojan effect. What further complicates the
problem is the large space of possibilities for Trojan exploit
type and location.
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Fig. 1. Proposed Trojan detection framework using thermal and power maps.

An effective set of techniques pursued in this category is
gate-level characterization [11], [12], [16], [20], which works
well with both delay and current measurements. This method
measures the chip’s delay or current for a number of test
vectors. Assuming that the currents (delays) linearly add up,
a linear system is then constructed from the measurement
set. Solving the system of linear equations translates the
side-channel characteristics to smaller gate-level structural
properties. While effective, this suite of techniques do not
perform well for larger chips with more gates, higher accumu-
lated measurement noise, and more sophisticated PV models.
The existing gate-level characterization and Trojan detection
techniques are evaluated on smaller benchmarks, where the
performance of the method is the best. Note that, approaches
based on regional testing of accumulated current which have
a higher resolution only work for certain types of packaging
and measurement probes [9], [10].

B. Post-Silicon Power Characterization

In post-silicon power mapping, a workload of a stable nature
or a test pattern is applied to the chip under characteriza-
tion, and the infrared emissions are captured from the back
of the die using infrared imaging. The emissions are then
inverted for obtaining the power maps. Due to the challenges
in presilicon power modeling, a number of work have per-
formed post-silicon power mapping to validate design choices
and analyses [6], [7], [21]–[24]. While some of these works
have been very successful in estimating the spatial power maps
accurately, none of the previous work have utilized the spatial
power maps to detect Trojans. We perform post-silicon power
mapping on the high resolution thermal maps, but unlike pre-
vious work, we use the residual thermal maps instead of the
actual thermal maps for Trojan detection. We exploit the fact
that the residual thermal maps are sparse, and we add a regu-
larization term in our quadratic programming to minimize the
�1 norm of the power map. The details of our proposed power

mapping is given in Section III-B2. Our proposed detection
method utilizes these very high resolution thermal and power
maps in order to detect IC Trojans which results into a very
high sensitivity Trojan detection technique.

III. PROPOSED TROJAN DETECTION FRAMEWORK

Hardware Trojan detection is the process of detecting
chips that are infected with unwanted Trojan circuitry and
to verify the trustworthiness of the manufactured chips upon
return to the clients. This new step requires defining a post-
manufacturing step to validate the chip’s conformance with the
original specifications, which is called silicon design authen-
tication. In this paper, we propose an entirely new multimodal
framework for post-silicon Trojan detection using the thermal
and power maps of the ICs running practical benchmarks.

Fig. 1 shows the framework of the proposed Trojan detec-
tion methods using post-silicon thermal and power characteri-
zation. In the beginning, workloads or test patterns are applied
to the integrated chips and the runtime steady-state or averaged
infrared thermal maps T1, T2, . . . are collected under realis-
tic loading conditions. Using post-silicon thermal to power
optimization framework, detailed residual power maps is con-
structed which has power dissipation in different hardware
blocks. We propose a 2DPCA-based Trojan detection using
the characterized thermal maps. More accurate Trojan detec-
tion technique using the reconstructed detailed power maps
which requires the thermal to power inversion setup is pre-
sented. Depending on the availability of data from prior tests
(training data) from chips that known to be benign, either of
the two Trojan detection methods can be used on the resid-
ual power maps. The first requires a set of training chips
to classify the Trojan infected chips and uses thresholding
techniques. If no chips for training are available, then the sec-
ond technique using unsupervised clustering can be applied.
Note that we perform unsupervised clustering only with the
inverted power maps, but not with the thermal maps, because
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the natural clusters created by the features of the thermal maps
are not properly distinguishable. We describe the details of our
proposed framework components in the next sections.

A. Assumptions and Advantages

Like other hardware Trojan detection methods, one could
detect the exploits as long as it lies within the assumptions and
capabilities of the method. We make a few key assumptions
in our research. First, during the test phase, the Trojans are
assumed to be contributing to the current generated on the
chip which may be of the form of dynamic or leakage current.
Second, as long as the additional heat generated by the Trojan
current is above the threshold of our measurement method, we
are capable of detecting it. We do not put any constraints on
how the Trojans are distributed, as long as their heat impact
is above the resolution of the heat detector.

Here, we state advantages of using our heat detection
method.

1) It is well known by the Trojan community that a strong
attacker can always insert Trojans that are clandestine
to all possible side-channel measurement methods [25].
The best a detector can do, to increase their chances
for finding the Trojans that have an impact on the
side-channels, is to measure as many side-channels as
possible. The heat detection method, adds to the bag of
available side-channel detection methods at the defender
side. It’s utility is orthogonal to the presently known
techniques since it provides a 2-D view of the chip and
a localization method which is not available by the pre-
vious methods based on timing or power measurement.

2) Our method has one key advantage since is much
more scalable than the methods based on dynamic
or static current alone. Simple current measurement
methods constantly apply different test vectors and
typically measure the cumulative current from one Vdd

pin. As the chip size increases, the total current also
increases, and the resolution of the method rapidly
decreases. Since our method observes the heat from
each of the 2-D spatial sub-regions of the chip, the heat
measurement resolution is oblivious to the overall chip
size. Therefore, our methodology is much more scalable
than detection based on simple current analysis.

3) The heat detection method is also orthogonal to delay
testing since it is well known that testing of all the sub
paths is impossible because of controllability and output
observability problems. Heat measurement does not rely
on the observable timing difference in the output path
to perform its test. Therefore, it brings in an advantage
compared to Trojan detection based on timing.

B. Multimodal Thermal and Power Framework

We develop a new Trojan detection technique based on
multimodal post-silicon spatial temperature and power char-
acterization. The individual test modes are based on the chip
temperature maps and power maps, respectively. The first
mode in our framework corresponds to the high resolution
thermal maps obtained using infrared imaging on post-silicon
chips. Our purely thermal map-based Trojan detection method

is able to detect and locate very small size Trojans. To further
increase the Trojan detection resolution, we propose to invert
the thermal maps to accurately estimate detailed spatial power
maps, which corresponds to our second mode and can be used
to perform power map-based Trojan detection. The more accu-
rate power map-based Trojan detection enables detection of
Trojans with as small power as 0.05%–0.2% of total power
consumption of the chip. We describe our thermal mode and
power mode as follows.

1) Thermal Mode: In the proposed procedure, infrared
imaging is used to obtain thermal maps of post-silicon chips
for Trojan detection. Modern integrated circuits use flip-chip
packaging, where the die is flipped over and soldered to the
package substrate. By removing the package heat spreader, one
can obtain optical access to every device on the die through the
silicon backside. There are two options to prevent any damage
to the chips under test while removing the heat spreader. First
option is that the heat removal system from a packaged chip is
removed carefully without damaging the chip under test. After
test, the chip can be repackaged and used as usual. Second
option is to use a special socket board for testing before the
packaging of the chip. The chips can be packaged for the first
time after the Trojan detection tests are performed. Silicon
is transparent in the infrared spectral region and this trans-
parency allows the capturing of thermal infrared emissions
using infrared imaging techniques [6]–[8], [23]. An infrared-
transparent heat sink, for example, silicon window-based heat
sink with mineral oil, has to be used to remove heat during
operation of the IC [26].

For real chips, workloads of steady nature typically take
around tens of seconds to reach the steady state. The ther-
mal maps need to be captured after the chip temperature had
reached steady state. Some workloads might not have a steady
nature, in that case, the thermal maps can be captured for 30 s
and averaged over time.

For the purpose of this paper, we first apply random vectors
to the ICs and get the estimated power trace of each block by
Primetime-PX. We then use HotSpot [27] thermal simulation
tools to create the steady state thermal maps of various test
bench circuits as described in Section VI-A1. We denote the
steady-state thermal maps obtained using design-time simu-
lations of the original authentic chip by A1, A2, . . . for each
benchmark. We perform Monte Carlo simulations of the origi-
nal chip at various PV corners to get power consumption under
various PV scenarios. The thermal maps from chips under test
by using infrared imaging is represented by T1, T2, . . . for
each benchmark. It is possible to use the thermal maps for
Trojan detection, but the sensitivity is less than the Trojan
detection using power maps. If power mapping of the ther-
mal maps is not available, these thermal maps can be used for
Trojan detection as described in Section III-C. We use authen-
tic thermal maps A1, A2, . . . as the training set and perform
our Trojan detection methods of 2DPCA on the thermal maps
under tests T1, T2, . . . for Trojan detection as described in
Section III-C.

2) Power Mode: This section describes the power char-
acterization of the chip. The power is obtained by inverting
the thermal maps using quadratic optimization framework.
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Fig. 2. Thermal to power inversion methodology.

The chip power and temperature are related by the heat
equation, which can be discretized as follows by linear matrix
formulation:

Rp + e = t (1)

where the 2-D thermal maps T1, T2, . . . is converted to vector
representation t1, t2, . . . as required by the formulation in (1).
These thermal maps give the measured temperatures at every
pixel of the imaging system. The continuous power signal is
represented by a vector p that gives the power density at a set
of discrete die locations and the vector e denotes measurement
noise in the infrared imaging system. The matrix R represents
the thermal resistivities between different locations. The for-
mulation of the matrix R is given in detail in [6] and [23].
For each specific chip, the matrix R can be estimated either by
analytical methods, by simulation or experimentally on the real
chip. We create matrix R by HotSpot simulation, by dividing
the chip into 10×10 blocks and exciting each block at a time.
The thermal map corresponding to one excited block repre-
sents one column in the matrix R; this way we estimate matrix
R for each chip column by column basis. The lower bound of
the block size is limited by the resolution of infrared camera.
The minimum resolution of a midwave infrared camera with
appropriate optics is 5 μm. Detection accuracy increases as
the block size decreases. There is a trade-off between the size
of the blocks and computation time because as the block size
decreases, the number of blocks increases, and Hotspot simu-
lation time increases. Here, we make a trade-off between the
resolution and accuracy based on our experiments.

Given a thermal map vector t and the matrix R, the objective
is to find the best power map vector p that minimizes the total
squared error between the temperatures as computed from the
estimated power p and the thermal measurements. For our
case, we first subtract the thermal maps tmin corresponding to
minimum estimated design time power pmin, from the thermal
maps t of chips under test, where tmin = Rpmin, and then invert
the residual thermal maps, tr = t − tmin, to get the residual
power estimates pr. We want the estimates to be of the shape
that only the blocks affected by Trojan have nonzero values
while all other blocks remain zeros, which naturally leads us
to finding sparse solution. Therefore, we add a regularization
term in our quadratic programming to minimize the �1 norm
of the power map, that is to minimize ||pr||1. The thermal to

power inversion methodology is summarized in the algorithm
given in Fig. 2. We apply our detection technique described
in the following sections on the residual power maps.

We show an example of a thermal and power maps running
workloads in advanced encryption standard (AES) cipher chip
with 40% PV and 59.3 μW Trojan in Fig. 3, which are used
for Trojan detection. Fig. 3(a) shows thermal map generated
by HotSpot, Fig. 3(b) shows the residual thermal map after
subtracting the design-time minimum thermal map. We divide
the chip into 10 × 10 blocks and estimate the residual spatial
power maps using optimization formulation. The chip dimen-
sion is 163 × 163 μm2 and each block size is 265.7 μm2.
Fig. 3(c) shows residual power map estimated with previous
thermal to power inversion method [1] and Fig. 3(d) shows the
estimated residual power map using the proposed optimiza-
tion formulation with �1 regularization. The Trojan location
is shown in both the power maps. We can see that the power
map become more sparse after using �1 regularization, which
makes it easier to detect and locate the Trojan.

C. 2DPCA

Principal component analysis (PCA) is a classical feature
extraction and data representation technique widely used in
the areas of pattern recognition and computer vision. PCA is
mathematically defined as an orthogonal linear transformation
that translates the data to a new coordinate system such that the
greatest variance by any projection of the data comes to lie on
the first coordinate (called the first principal component), the
second greatest variance on the second coordinate, and so on.
2DPCA developed by Yang [28] is an image projection tech-
nique that makes use of the spatial correlation information to
achieve better performance than conventional 1-D PCA [28].
The basic idea of 2DPCA is to project image A, an m × n
random matrix, onto a projection vector x by the following
linear transformation:

y = Ax. (2)

The discriminatory power of x is evaluated by the total scat-
ter of the projected samples where the following criterion is
adopted:

J(x) = tr (Sx). (3)

Sx is the covariance matrix of the projected feature vectors
of the training samples and tr(Sx) is the trace of Sx. The
covariance matrix Sx is given by the following equation:

Sx = E
[
(y − Ey) (y − Ey)T]

= E
[
((A − EA) x) ((A − EA) x)T]

. (4)

So

tr(Sx) = xTE
[
(A − E(A))T (A − E(A))

]
x = xTGtx (5)

where Gt is the image covariance (scatter) matrix. Suppose
there are totally M image samples for training, then

Gt = 1

M

M∑

j=1

(
Aj − Ā

)T (
Aj − Ā

)
. (6)

The optimal projection axes, xopt,1, xopt,2, . . . , xopt,d, are the
eigenvectors of Gt corresponding to the largest d eigenvalues.
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Fig. 3. AES cipher thermal map (◦C) and estimated residual power map (μW). (a) Thermal map with Trojan. (b) Residual thermal map. (c) Residual power
map without �1 regularization. (d) Residual power map with �1 regularization.

1) Feature Extraction and Identification: In our
experiment, for purely thermal-based detection, 1000 thermal
maps, A1, A2, . . . , A1000, of authentic chips are used to
evaluate the optimal projection axes xopt,1, xopt,2, . . . , xopt,d.
Then the extracted thermal feature matrix B is defined by

B = [
Āxopt,1, Āxopt,1, . . . , Āxopt,d

]
. (7)

For a given set of testing ICs, a feature matrix Bi is obtained
for each IC after the transformation by 2DPCA. For power-
based detection method, instead of using authentic thermal
maps to build the feature matrix, the inverted power maps
from authentic chips are used.

D. Trojan Detection Methods

We use the feature matrix B obtained by the 2DPCA anal-
ysis in Section III-C, for our Trojan detection. We perform
Trojan detection in two different ways. First, if trusted data
from known chips are available for training, a supervised
thresholding method is used. Second, if no prior known data
are available for training, unsupervised clustering technique is
applied. We do not use any training chips for our unsuper-
vised clustering technique. Both the techniques are described
in following section.

1) Supervised Thresholding Method: The distance between
the testing feature matrix Bi and the authentic feature matrix
B is calculated by

d (B, Bi) = ‖Bi − B‖2 (8)

where ‖Bi − B‖2 is the Euclidean distance between Bi and B.
If the distance is larger than a certain threshold, the testing IC
is identified as Trojan inserted. The threshold is related to false
positive rate (FPR) and obtained by applying the method to a
set of authentic chips. For example, if we have 1000 authen-
tic chips as training sets whose distances to golden chip are
d1, . . . , d1000, and we want to make the FPR within 1%, then
the estimate of threshold is the value dividing {d1, . . . , d1000}
into two sets, one of which has more than 990 chips and
the other has less than 10 chips. The supervised threshold-
ing method is applied to both thermal-based Trojan detection
and power-based Trojan detection.

2) Unsupervised Clustering Method: Clustering is the most
important unsupervised learning problem; it finds a natu-
ral grouping in a collection of unlabeled data and organizes
objects into groups whose members are similar in some
way [29]. As described in Section III-B2, we construct the

residual power maps of the chips under test from the thermal
maps. These detailed power maps with residual powers for
each block have spatial groupings which can be used to dis-
tinguish chips under two different clusters, with and without
Trojan. Since it is unsupervised, it means there is no learning
step, and the algorithm does not need any prior knowledge,
other than inputs which are the detailed power maps. This
approach is suitable when we do not have a set of training
chips in hand.

a) Appropriate feature selection: For clustering, it is very
critical to choose an appropriate feature to be used for the
partitioning. It influences the shape of the clusters as some
elements may be close to one another according to one fea-
ture metric and farther away according to another. We have
explored possible metrics to be used as a means for cluster-
ing our chips into two clusters of authentic chips and Trojan
injected chips. We have the detailed residual power maps
with m × n blocks of the chips under test, which we use for
Trojan detection. To get a high resolution, we divide the chip
layout into numerous blocks, which results in a high dimen-
sional data set. One approach to cope with the problem of
excessive dimensionality is to reduce the dimensionality by
combining features. Some of the metrics or features that we
have explored for clustering are maximum block power, vari-
ance among the block power, and spatial gradients among the
block powers. The reason to use these features to distinguish
between authentic and Trojan chips is that if there is a Trojan
in the chip, then the maximum block power and variance
among the block powers increases. Likewise, spatial gradients
in the power maps also increase, which can help in detecting
the Trojans. Another useful approach to tackle high dimen-
sional data is to perform principal component analysis. We
have explored the principal components derived by the 2DPCA
analysis earlier and used the norm of the feature vectors found
in the feature matrix, which yields the most accurate Trojan
detection rate.

In Fig. 4, we plot the spatial gradients of the power maps
in vertical and horizontal direction for PV of 20% and 40%.
We can see that natural clustering patterns are prevalent in the
power maps, and gradients is a suitable feature to distinguish
between the authentic chips and Trojan chips when PV is 20%.
We can observe that as the PV increases, the two clusters start
to overlap, as a result some of the chips become unidentifiable
which makes Trojan detection harder. This problem, which
arises from the PV, can be overcome by using 2DPCA. Using
the norm of the feature vectors found in the feature matrix B in
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Fig. 4. Gradients of power maps with (a) PV 20%. (b) PV 40%. First and
second component of feature matrix with (c) PV 20%. (d) PV 40%.

Fig. 5. Unsupervised clustering flow.

Section III-C, we observe that even with 40% PV, two clusters
are properly distinguishable. We use the norm of the feature
matrix obtained by doing 2DPCA on the residual power maps
for our clustering feature. Our clustering process is shown
step-by-step in Fig. 5. We propose to use spatial density-based
clustering DBSCAN method to distinguish chips infected with
hardware Trojan.

b) Density-based spatial clustering (DBSCAN):
DBSCAN is a data clustering algorithm proposed by
Ester et al. [30]. It is a density-based clustering algorithm
because it finds a number of clusters starting from the
estimated density distribution of corresponding nodes. The
advantage of DBSCAN is that unlike other popular cluster-
ing algorithms, such as k-means clustering, the accuracy of
the clustering is not effected by the shape of the clusters. The
spatial distribution of the clusters from authentic and Trojan
chips can have any arbitrary shape making DBSCAN suitable
for our case.

Fig. 6. Unsupervised DBSCAN clustering for Trojan detection.

DBSCAN requires two parameters: the minimum number
of points, minPts, required to form a cluster, and eps, which
is estimated from the data set under set by computing the geo-
metric mean of the data. The ε-neighborhood is defined as the
region that is covered with the given eps. The minPts is the
minimum number of members that a cluster can have. It starts
with an arbitrary starting point that has not been visited. This
point’s ε-neighborhood is retrieved, and if it contains suffi-
ciently many points, a cluster is started. Otherwise, the point
is labeled as noise. If a point is found to be a dense part
of a cluster, its ε-neighborhood is also part of that cluster.
Hence, all points that are found within the ε-neighborhood
are added, as is their own ε-neighborhood when they are
also dense. This process continues until the density-connected
cluster is completely found. Then, a new unvisited point is
retrieved and processed, leading to the discovery of a fur-
ther cluster or noise. DBSCAN algorithm for clustering is
a well-known method, and there are various implements of
the algorithm. We follow the DBSCAN routine formulated by
Daszykowski et al. [31]. Our Trojan detection procedure is
described in Fig. 6.

IV. TROJAN LOCALIZATION

The inherent low-pass filter of heat conduction function
makes it hard to accurately locate the Trojan, since most
of the high frequency components are lost in the thermal
maps [6]. With the detailed spatial power characterization tech-
nique these frequency components are well recovered in the
power maps. We use the estimated residual power maps to
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locate the Trojans in the chip by finding the maximum power
location in the Trojan detected chips

arg max
i,j

pr(i,j) (9)

where pr is the estimated residential power map and (i, j) is
the grid position index. For more generalized cases, such as
ICs with multiTrojan, we detect local maxima points as the
possible positions of the Trojans.

V. IMPACT OF THERMAL IMAGING NOISE

ON TROJAN DETECTION

In this section, we discuss various noise sources that are
present in the thermal imaging system and how it effects our
proposed Trojan detection methods. We describe methods to
mitigate the effect of noise to improve Trojan detection results.

The main sources of noise in the infrared imaging system
are: 1) thermal noise; 2) digitization noise; 3) dark noise; and
4) flicker noise [32]. Thermal noise is caused by agitation of
charge carriers and is present in all electronic devices. The
analog-to-digital converter in the infrared camera causes the
digitization noise. Dark noise is due to the random gener-
ation of electron-hole pairs in the quantum detectors which
is usually present in photosensitive devices. Flicker noise is
related to the trapping and detrapping fluctuations of charge
carries at the transistor interfaces. The first three noise sources
fall under the category of frequency-independent white noise
which is the major source of noise in thermal imaging [33].
We mainly focus on mitigating the effect of white noise in our
system in this paper.

By using a larger integration time (IT), the effect of white
noise can be reduced dramatically. IT is defined as the time for
which the thermal images for one single test are collected and
averaged. As described in Section III-B1, the thermal maps in
vector form is denoted by t. Let ti(s) denote the temperature
of pixel i at time s as recorded by the thermal imaging system,
and let Ip denote the integration period of the measurements.
Then the temperature magnitude, ti, of pixel i is given by

ti = 1
Ip

∫ Ip

0
ti(s)ds. (10)

If there is no noise in the measurements, then we expect ti
to exhibit no stochastic behavior. However, noise in the mea-
surements leads to a stochastic process where ti is a random
variable. Since white noise has a Gaussian distribution, by
increasing the IT the standard deviation of the thermal sig-
nal which is responsible for the amplitude of noise can be
reduced. From the central limit theorem, we know that the
standard deviation of the average of a number of samples of
random variable has 1/

√
sn dependency on the number of sam-

ples, sn. Thus, by increasing the IT, we can reduce white noise
proportionally to the square root of IT [33]. As IT increases
the noise is reduced, and it helps to improve Trojan detection
rate. But if the workload does not reach steady state within the
time when Trojan is activated, there will be a tradeoff between
the IT and Trojan detection. In such a scenario, we can start
with small IT, and increase the IT gradually. Moreover, we

Fig. 7. PV profile. x-axis and y-axis are the two dimensions of the chip and
the color of each grid represents the scaling factor of the gates in that grid.

can select workloads that reach steady state in short amount
of time for Trojan detection tests.

VI. EXPERIMENTAL SETUP AND RESULTS

To test our proposed Trojan detection methods, we provide
sophisticated simulation results which mimic a realistic exper-
iment setup with PV and then test four different benchmarks.
We vary Trojan sizes and locations across the chips. We pro-
vide the experimental results of two approaches. First, the
thermal map-based method which is more efficient in terms of
computation time but less accurate; this does not require the
thermal-to-power inversion procedure which increases detec-
tion time. Second, the detailed spatial power-based method
is used which is very accurate and can detect and locate
very small Trojan; this requires the residual thermal-to-power
inversion with l1 regularization procedure.

A. Experimental Setup

1) PV: To characterize real-world ICs accurately, we add
20%−40% PV to the gates’ parameters. We use multilevel quad-
tree approach to model the spatial within-die PV [34]. Higher
levels of the quad-tree structure reflect the spatial correlations in
larger scale while lower levels reflect the spatial correlations in
smaller scale [34]. Fig. 7 demonstrates the PV profile generated
by an eight-level quad-tree. The effect of PV on dynamic
power is neglected in our experiment since it is insignificant
compared to the effect of PV on leakage power. Since Isub is
the dominant component of leakage power, we assume that
the leakage current is equal to sub-threshold current. We add
PV to gates’ length, gates’ width and gates’ oxide thickness
as [35]. In our experiment we set five different PV levels with
variation of 20%, 25%, 30%, 35%, and 40%, which introduces
±0.5% to ±3% variation to total power consumption.

2) IC Benchmarks: Four benchmarks from Opencores that
are developed with hardware description language (HDL)
are used in our analysis: 1) 128-bit AES cipher; 2) 32-bit
microprocessor without interlocked pipeline stages (MIPS)
Processor; 3) Reed–Solomon (RS) decoder; and 4) joint pho-
tographic experts group (JPEG). Table I gives the basic
information of benchmarks including number of gates, core
size, and total power consumption with standard voltage 1.1V
at 1 GHz. We used design compiler synthesis tool from syn-
opsys to map the benchmarks to Nangate 45 nm library
and used Primetime-PX from synopsys to estimate the aver-
age power consumption during a certain period with random



1800 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 33, NO. 12, DECEMBER 2014

TABLE I
TEST BENCHES

vectors. We used cadence SoC encounter register transfer lan-
guage (RTL) compiler for floor planning, placing and routing,
and Hotspot [27] for IC temperature simulation. The ICs are
implemented with a constant core utilization of 70%.

3) Trojan Design and Insertion: We have designed Trojans
modules with different power consumption. Our Trojans do not
have any specific functional modules but certain power con-
sumption triggered by the test patterns that are used to evaluate
the minimum size of Trojan that can be detected. Despite the
Trojan type, sequential or combinational, the LTPD is the only
factor that impacts our detection results. We divide the IC area
into 10 × 10 blocks and insert one Trojan per chip into the
blank space within these blocks. The Trojan circuits are imple-
mented using the same standard cells as the ICs with LTPD
varying from 0.004 to 0.448 μW/μm2, while the average chip
power density is 1.26 μW/μm2. We assume that the Trojan is
inserted during the manufacturing stage through changing the
mask, and the attackers tend to place the Trojan within a block
instead of distributively due to the limited routing space. The
impact of core utilization will be studied in the future work.
For each benchmark at different PV levels, 10 000 chips with
different sizes of Trojans inserted in different locations are
generated. With different PV levels, different Trojan sizes, dif-
ferent Trojan locations 100 000 chips of each benchmark are
generated for testing.

B. Results

We conduct and report the results of five experiments.
1) In the first experiment, we perform our supervised

thresholding Trojan detection technique on high reso-
lution thermal maps, and report results for four different
benchmarks. We also analyze the effect of FPR on
Trojan detection rate.

2) In the second experiment, we present results of two dif-
ferent Trojan detection methods using residual power
maps. We assess our detection results with four different
benchmarks and five different PVs.

3) We create Trojan infected chips with ten different Trojan
locations. We compare our Trojan localization method
under various benchmarks and PV.

4) The fourth experiment evaluates the effect of thermal
noise in infrared imaging system on the detection results.
We use different ITs and compare the accuracy of the
Trojan detection.

5) In the fifth experiment, we increase the voltage of the
chip from 1.1 to 1.2 V, and assess the effect of increasing
voltage on the Trojan detection results.

1) Experiment 1: In the first experiment, we perform Trojan
detection on high-resolution thermal maps. Based on the

Fig. 8. Golden feature matrix extraction.

Fig. 9. Feature matrix distance between testing chip and golden chip AES
under (a) 20% PV. (b) 40% PV.

method proposed in Section III-C, we first calculate the opti-
mal projection vectors for each benchmark. All the thermal
maps are simulated by HotSpot in 2n × 2n grids. n depends on
the die size and the resolution of infrared camera, 5 × 5 μm2.
Thus, the thermal resolution of MIPS and AES is 32×32 grids,
and RS Decoder and JPEG Encoder is 64×64 grids. The ther-
mal maps with resolution 2n × 2n have 2n eigenvectors in
total. The number of eigenvectors that are used for feature
extraction is determined by the magnitude of corresponding
eigenvalues. Here, we use benchmark AES as an example. We
select eigenvectors corresponding to the first ten largest eigen-
values as the optimal projection axes. Then the average thermal
map of 1000 authentic chips are used to extract the golden
feature matrix B as shown in Fig. 8. For each chip under
test, the distance of its feature matrix and the golden feature
matrix is computed. Fig. 9 illustrates the distance distribution
of authentic ICs and Trojan infected ICs. Fig. 9(a) is an exper-
iment with 20% PV and Fig. 9(b) is the experiment with 40%
PV and the same measurement error. From the figure, we can
clearly see that as the magnitude of PV increases the histogram
of distance begins to overlap, which makes it hard to distin-
guish the authentic chips from the Trojan infected chips. We
have implemented experiments that vary the false positive and
magnitude of PV.

As we mention in Section III-C, the testing IC instance is
identified as an authentic chip or a Trojan infected chip by a
certain threshold that is associated with detecting false posi-
tive. Based on the distance histogram (see Fig. 9) of training
chips, we apply a kernel function to estimate the empirical
probability distribution function (pdf) f (d) for the authentic
instances, where d denotes the distance from the golden fea-
ture matrix. Therefore, for a certain threshold dth, the false
positive is α = 1−F(dth). By this, we fix the false positive to
a certain value and observe how the false negative changes.
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Fig. 10. Detection rate of AES under different false positives with fixed PV
(0.2) and nominal voltage value (1.1 V).

TABLE II
TROJAN DETECTION RATE USING THERMAL MAPS

We define detection rate and FPR as follows:

Detection Rate = NTD/NT (11)

False Positive Rate = NFD/NF. (12)

Fig. 10 shows that as the false positive increases, the detec-
tion rate increases while the false negative decreases. The
controllability of the threshold helps us to easily adjust the
algorithm to trade off false alarm and detection rate according
to different detection requirements.

a) Detection results under different PV level: The impact
of PV is the most important factor that affects the perfor-
mance of Trojan detection method. Table II shows that with
the fixed FPR, as the magnitude of PV increases, the detection
rate decreases. The detection rate decreases in the follow-
ing order: AES, MIPS, and RS Decoder. The main difference
among these three benchmarks are the total power and the core
size. If we define power density, as ρ = P/Score, where P is
total power and Score is the size of the core, we notice that
ρ decreases in the same order as performance, which means
ρAES > ρMIPS > ρRS. The chip with higher power density
will generate more heat during the same period. Thus, a larger
temperature gradient is formed, which makes the region with
Trojan more prominent.

2) Experiment 2: In this experiment, we apply our super-
vised thresholding and unsupervised clustering technique pro-
posed in Section III-D on detailed residual power maps. These
high resolution power maps results in a very high sensi-
tive Trojan detection. Overall, the power mapping approach
has a much higher sensitivity than the thermal mapping
approach. The reason for the dramatic improvement from ther-
mal mapping to power mapping is the proper recovery of the
high-frequency components of the power map due to the heat
spreading information contained in R matrix. We plot detec-
tion rates for four benchmarks with tens of Trojan sizes and
under five different PVs in Fig. 11, where NTD is the total
number of detected Trojan chip, NT is the total number of
Trojan chips, NFD is the number of chips that is detected as
Trojan and NF is number of authentic chips.

We present detection results from our two different
approaches, the supervised thresholding in Fig. 11(a) and
unsupervised clustering method in Fig. 11(b). One can observe
the trend that detection rate increases as the Trojan sizes
increase, and decreases with PV as expected. From the
table, we see that we are able to detect Trojan as small as
0.05 μW/m2 with a detection rate above 50% and a false
positive rate equal to 1%. The detection rate for each bench-
mark follows the same order as we have seen in the thermal
map results in Experiment 1. The detection rate performance
follows the same order as the power density of the chip, detec-
tion rate of AES > MIPS > RS_DEC > JPEG. Our results in
Table III show that the detection rate decreases as the power
density reduces. So the Trojan detection rate is not directly
proportional to the area of the chip, rather it depends on the
power density. For larger chip, it is possible to partition the
chip into modules, and perform our method individually on
each module. In that case the size of the chip should not affect
our detection results.

For the supervised thresholding, we are able to fix the false
positive rate to 1% for all cases of PV and Trojan size. Since
the second method is unsupervised, there is no way to fix the
false positive rate in that case. We add the corresponding false
positive rate for the clustering method in Table II for compar-
ison purpose. The false positive rate increases as the Trojan
size decreases. For smaller Trojan sizes, we also see that false
positive rate increases as the PV goes up. This is a limita-
tion of the unsupervised method which is not the case for the
supervised method. The advantage of the unsupervised is that
we do not require any prior data set for the training purpose.
Table III lists all the experimental results with residual power
mapping.

There is a limitation in resolution like any other test-
ing/detection method. For performing the thermal to power
conversion, we divide the chip into 10 × 10 blocks power
blocks, and estimate power for each block. This power resolu-
tion is limited by the thermal resolution of the infrared camera
and the chip size. For our results, the power resolution can be
increased more as long as it is less than the thermal reso-
lution. The thermal resolution of MIPS and AES is 32 × 32
grids, and RS Decoder and JPEG Encoder is 64 × 64 grids.
So if higher detection rate is required, then the chip can be
divided into higher number of power blocks, increasing the
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(a)

(b)

Fig. 11. Detection rates for four benchmarks using power maps (1.1 V), under different PV level. (a) Supervised thresholding technique with FPR 1%.
(b) Unsupervised clustering technique with varying FPR shown in the Table III.

TABLE III
TROJAN DETECTION RESULTS USING POWER MAPS. LTPD: LOCAL TROJAN POWER DENSITY; FPR: FALSE POSITIVE RATE

number of power blocks will improve the detection rate but
simulation time will increase.

It is likely that adding other test modalities such as timing
could improve the resolution but that would be orthogonal to
the methodology presented in this paper. Having a fused detec-
tion method which integrates various modalities is a viable

subject for future research. Another possible future direction
is taking time-resolved measurements which requires a lot of
additional work and is outside the scope of this paper.

3) Experiment 3: In this experiment, we present results of
our Trojan localization method under various benchmarks and
PVs. The sparsification process makes it very easy to localize
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Fig. 12. Normalized localization error with five different PVs and four
benchmarks. (a) AES. (b) MIPS. (c) RS Decoder. (d) JPEG.

the Trojan. Once a chip is identified as an infected chip, we
simply use the estimated residual power map to locate the
Trojan by finding the maximum power location. We compute
the localization error as the Euclidean distance between the
estimated Trojan location and the real Trojan location. We
normalize the localization error by dividing the error by the
chip core dimension which is the length of one side of the
core (e.g., for AES it is 163 μm). Fig. 12 shows the normal-
ized localization error for four different benchmarks, AES,
MIPS, RS decoder, and JPEG with five different PVs and
five different Trojan sizes. We can see the Trojan localization
error increases with increasing PV. Also, as the Trojan size
decreases, it becomes more difficult to localize Trojan under
the same PV.

4) Experiment 4: In this experiment, we add white
Gaussian noise to our thermal maps to mimic a real infrared
imaging system which has standard deviation of 10 mK. We
select benchmark MIPS with PV of 30% for this experiment.
We add gaussian noise to all our thermal maps, and then
change our ITs. As discussed in Section V, the white noise
in infrared imaging is inversely proportional to the square
root of the IT. We then perform our residual power map-
ping as described in Section III-B on the integrated thermal
maps. We apply the Trojan detection method with clustering

Fig. 13. Detection rate for MIPS with PV 30%.

Fig. 14. Detection rate for MIPS with 1.1 and 1.2 V (PV 30%).

as presented in Section III-D2 on the residual power maps.
Fig. 13 shows the detection results. “With Noise (IT-1)” is the
case where noise has been added to the thermal maps, and inte-
grated over one frame, (IT-100) is integrated over 100 frames,
(IT-1000) is integrated over 1000 frames. If the camera frame
rate is 100 Hz, then 100 frames correspond to integration over
1 s, 1000 frames is integration over 10 s. “No Noise (IT-1)”
stands for where no thermal noise has been added to the ther-
mal maps. We see that as the IT increases, the detection rate
with noisy thermal maps approaches the detection rate without
noise. We conclude from this experiment that, the white noise
that is present in the thermal maps can be compensated with
increasing the ITs.

5) Experiment 5: We selected benchmark MIPS with PV
30% for this experiment and performed thresholding detec-
tion method. Fig. 14 shows the results for two voltage
cases, 1.1 and 1.2 V. The plots show that there is not much
difference since by increasing the voltage, the power of the
Trojan and the power of variation caused by PV are both
increased.

VII. CONCLUSION

In this paper, we have investigated the use of multimodal
post-silicon spatial thermal and power maps in order to detect
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and locate Trojans in modern ICs. We have developed two
different Trojan detection methods, supervised thresholding
and unsupervised clustering technique. Through an extensive
set of benchmarks and experiments, we have demonstrated
that using high resolution thermal maps increases the Trojan
detection sensitivity. To improve the sensitivity further, we
have inverted the residual thermal maps to detailed spatial
power maps which are then utilized for Trojan detection.
To exploit the sparsity of the residual thermal maps, we
have added �1 regularization in our power mapping proce-
dure which improves detection rate. These power maps can
also reveal the Trojan location very accurately. Using pro-
posed multimodal methods, we were able to detect Trojans
which consume power as small as 0.05 μW/m2. We have
demonstrated that detection rate is directly proportional to the
power density of the chip, and the Trojan size. To create real-
istic chips, we have added 20%–40% PVs, our results show
Trojan detection is inversely proportional to PVs as it can hide
Trojans. To mimic the thermal noise present in infrared imag-
ing setup, we have added Gaussian noise to our thermal maps,
and showed that the effect of infrared imaging noise on the
detection rates can be mitigated by increasing the image IT.
We have also compared detection results for different chip
voltage settings.

We believe that our method has tremendous potential in
solving many Trojan detection problems. For future work, we
intend to develop a more general frame work that is applica-
ble to a larger set of ICs and hardware Trojans. We will also
explore the possibility in combining our method with other
existing hardware Trojan detection methods, such as gate-level
profiling technique, to achieve a detection resolution beyond
the limitation of the camera. We are currently working on
extending our method to pure leakage power-based detection
to address the scenario where the Trojan will never be trigged
during the test. The key problem we face in leakage power
analysis is that the heat generated by pure leakage power is
sometimes below the resolution of heat detector. This problem
is solved by increasing the on-die temperature thus amplify-
ing the leakage power. The detection results using amplified
leakage power are comparable to those using dynamic power.
Further, we are exploring a way to degrade the impact of
PV using gate level profiling technique, which may result in
increasing the detection rate and decreasing the false positive.
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