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In this article, we present SHAIP, a secure Hamming distance–based mutual authentication protocol. It al-
lows an unlimited number of authentications by employing an intrinsic Physical Unclonable Function (PUF).
PUFs are being increasingly employed for remote authentication of devices. Most of these devices have lim-
ited resources. Therefore, the intrinsic PUFs are most suitable for this task as they can be built with little
or no modification to the underlying hardware platform. One major drawback of the current authentication
schemes is that they expose the PUF response. This makes the intrinsic PUFs, which have a limited num-
ber of challenge-response pairs, unusable after a certain number of authentication sessions. Moreover, these
schemes are one way in the sense that they only allow one party, the prover, to authenticate herself to the
verifier. We propose a symmetric mutual authentication scheme based on secure (privacy-preserving) com-
putation of the Hamming distance between the PUF response from the remote device and reference response
stored at the verifier end. This allows both parties to authenticate each other without revealing their respec-
tive sets of inputs. We show that our scheme is effective with all state-of-the-art intrinsic PUFs. The proposed
scheme is lightweight and does not require any modification to the underlying hardware.
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1 INTRODUCTION

With the recent rapid surge of the Internet of Things (IoT) paradigm, remote authentication of
devices holding sensitive information has become one of the primary security concerns. Tradi-
tional methods of authentication using secret keys stored in a non-volatile memory have been
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shown to be vulnerable to physical attacks [1, 2]. Therefore, Physical Unclonable Functions (PUF)
has become a key element in remote authentication of resource-constrained devices. PUFs offer a
secure and lightweight alternative where the secret is not stored rather extracted from the unique
physical properties of the authenticating device [3].

A number of PUF-based authentication schemes have been presented in literature [4–9]. How-
ever, all these schemes involve key updates and therefore require strong PUFs, which have an
exponential number of challenge-response pairs (CRP) as opposed to weak PUFs, which have a
limited number of CRPs. Strong PUFs, in general, require dedicated hardware and may not be
suitable for resource-constrained devices that constitute the majority of the connected devices in
IoT. Moreover, in IoT, the task of authentication is being distributed among nodes at different levels
of the network to scalably manage the massive web of various entities. In such scenarios, holding
a large CRP database at the verifier end may become impractical.

Intrinsic PUFs [10] are more suitable of IoT since they can be instantiated in off-the-shelf de-
vices with little or no modification to the underlying hardware. All variants of intrinsic PUFs are
weak as they offer a limited number of CRPs. The current schemes involving weak PUFs allow a
limited number of authentications [11, 12]. To the best of our knowledge, there have been only two
weak PUF authentication schemes [13, 14] that allow unlimited mutual authentication sessions.
Both schemes employ Fuzzy Extractor to limit the exposure of the PUF response. The scheme in
Reference [13] still leaks some information and thus, to ensure security, requires a minimum num-
ber of bits (1785 bits to ensure 128-bit security) that may not be available from many intrinsic PUFs.
A common limitation of both of these methods is that their proof of correctness must assume cer-
tain properties of the distribution of the PUF response, and requires empirical verification. The
work in Reference [14] verifies the assumptions by experimental evaluation of the Ring Oscillator
(RO)-based PUF. However, there is no guarantee that these assumptions will hold for all different
PUF designs (or even for RO-based PUFs on a different hardware platform). Another drawback of
these schemes as well as most other PUF-based authentication schemes is that they assume the
response to be in binary form. A number of recent intrinsic PUF designs, e.g., the DRAM PUF
proposed in Reference [12], generates the PUF response as a set of integers. Authentication of
these PUFs requires secure set operations and thus is not compatible with the schemes presented
in Reference [13, 14].

In this article, we propose an authentication scheme where the prover and the verifier do not
reveal a single bit of the PUF response to each other. Thus this scheme supports unlimited mutual
authentication sessions even with weak PUFs. Unlike in Reference [13] it requires only 237 bits to
ensure 128-bit security in an equivalent setting. More importantly, our scheme does not require
any assumption on the distribution of the PUF response. Moreover, it supports PUF response both
in binary form and as a set of integers. Another feature of this protocol is that it allows successful
authentication even with the presence of noise in responses at different interrogations of the PUF.
Therefore, it does not require any error correction scheme as most of the PUF-based protocols [8, 9,
13, 14]. Since one of our primary goals is authentication with intrinsic PUFs we design the scheme
such that it can be implemented without any additional hardware.

Our scheme is based on the secure (privacy-preserving) computation of the Hamming distance
between the PUF and reference responses from the prover and the verifier, respectively. Interest-
ingly, secure Hamming distance has been employed in the field of biometric authentication. This
field faces similar challenges since the biometric keys tend to be noisy and limited in supply, just
like the responses of weak PUFs. A number of these works [15, 16] presents protocols for secure
computation of Hamming distance in the malicious security model, where any party can deviate
from the accepted behavior to learn more information about the other party’s data or to produce
incorrect results. These protocols are proven to be secure in the sense that they do not leak any
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information to any party other than the protocol output. However, we show that the security of
the biometric keys can still be breached just from the information held by an individual party.

In our scheme, we first construct an authentication function such that its secure computation
does not allow any malicious party to produce a false result or deduce the inputs of the honest
party in polynomial (in terms of the number of bits in the response) number of attempts. We then
utilize the well known Secure Function Evaluation (SFE) protocol named Yao’s Garbled Circuit
(GC) [17] to securely compute the authentication function. The original Yao’s protocol was secure
in honest-but-curious security model, which assumes that both parties follow the protocol honestly
yet may try to learn additional information from the information at hand. However, subsequent
enhancements [18–21] have made it secure in the malicious security model. To add support for the
PUFs with integer responses we employ Locality Sensitive Hashing (LSH) [22, 23]. It translates the
authentication involving set operations to our Hamming distance–based authentication function.
In brief, our contributions are as follows:

• We present a mutual authentication scheme for weak intrinsic PUFs based on the secure
computation of Hamming distance between the PUF response from the prover and the ref-
erence response held at the verifier.

• We prove that our authentication scheme does not allow any malicious party to produce a
false result or deduce the inputs of the honest party in polynomial (in terms of the number
of bits in the response) number of attempts.

• Our authentication scheme supports PUF response in the classic binary form as well as a
set of integers as produced by a number recent intrinsic PUF implementations.

• The authentication scheme supports mutual authentication even with the presence of noise
in the PUF response and thus eliminates the need for error correction methods.

• Implementation of the scheme demonstrates the practicality of the design. With maximum
allowed fraction of mismatched bits between an authentic pair of responses from the same
PUF set to 10%, the protocol execution takes 81 ms on a desktop processor and 487 ms on
an embedded processor.

The rest of the article is organized as follows. In the next section, we provide a brief background
on PUFs (with the focus on intrinsic PUFs) and the cryptographic protocols employed in this arti-
cle. Sections 3 and 4 outline the authentication scheme and analyze the security, respectively. The
details of the implementation is described in Section 5 and its performance is evaluated in Section 6.
A survey of the related literature is provided in Section 7. The article concludes in Section 8.

2 BACKGROUND

2.1 Physical Unclonable Function

A PUF is a function whose output (response) depends on both the applied input (challenge) and
the unique physical properties of the hardware where it resides. It utilizes the inherent natural
physical disorder, e.g., silicon manufacturing variations, of the device to create a unique signature
(fingerprint), of that device. The challenge and response together form one CRP. In the exact sense,
for a PUF to be used in authentication it must always generate the same response when interro-
gated multiple times by the same challenge. However, in practice, this criteria is difficult to meet
precisely since the response bits are not perfectly reproducible. Transistor noise, as well as vari-
ous environmental variations (supply voltage, temperature, etc.), introduces noise in the generated
response. To ensure usability, the major portion of the response should be stable over multiple in-
terrogations. Some authentication schemes employ error correction methods that can regenerate
the reference PUF response given that the number of noisy bits is within a certain limit [24]. In
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this work, for binary PUF response, we compute the Hamming distance between generated and
reference PUF response and compare it against a certain threshold for authentication decision.

There are two broad variants of PUFs: strong PUF and weak PUF [25]. Strong PUF supports a
large number (usually exponential in term of a number of challenge bit) of CRPs. This ensures that
even if an adversary gains access to a large subset of CRPs, it cannot predict the ones not already
known. However, weak PUFs provide only a limited space of CRPs. In applications involving weak
PUFs, it is assumed that its responses are not accessible by adversaries.

In this article, we are particularly interested in intrinsic PUFs that can be instantiated in off-
the-shelf devices without any modification to the hardware. They have limited CRP space and
thus are considered weak PUFs. The most widely examined intrinsic PUFs are the one based on
Static Random-Access Memory (SRAM) [26–28]. In SRAM PUFs, the start-up values of the bi-stable
SRAM cell constitutes the PUF response that is a binary string. Even though SRAM PUFs have been
shown to possess good PUF characteristics, their one major drawback is that since the response
is based on start-up values, the authentication can only be performed at boot time or stored in a
memory, which subverts the main motivation behind using a PUF.

Recently Dynamic Random Access Memory (DRAM) has been introduced as a PUF construct
[12, 29, 30]. The primary advantage of a DRAM PUF is that it can be interrogated at runtime of the
operating system. If the periodic refresh of DRAM cells is turned off or delayed, then the charges
of the cells decay in a manner unique to each cell resulting in the flipping of the stored value. At
a certain delay, the indices of the flipped bits constitute the PUF response. Thus the response of a
DRAM PUF is a set of integers rather than a bit stream in generic PUFs. If the DRAM PUF is used
for authentication, then the similarity of the PUF response with the reference response stored at
the verifier is measured using the Jaccard similarity. If the response generated by the PUF is RPU F

and the reference response saved at the verifier is Rr ef the Jaccard similarity, then the J between
these two sets of integers is given by

J =
|RPUF ∩ Rref |
|RPUF ∪ Rref |

. (1)

In Section 3.5, we will show how the problem of computation of J can be translated to the
computation of the Hamming distance of two binary strings.

2.2 Cryptographic Protocols

We now provide a brief background on the cryptographic protocols employed in this work.

Oblivious Transfer. Oblivious Transfer (OT)[31] is a cryptographic protocol between a receiver
R and a sender S . OT allows R to choose and receive one from a pair of messages provided by
S without revealing her choice. In an 1-out-of-2 OT protocol, (OT2

1), S holds a pair of messages
(m0, m1); R holds a selection bit s ∈ 0, 1 and obtainsms without revealing s to S and learns nothing
aboutm1−s .

Garbled Circuit. Yao’s GC [17] is a cryptographic protocol that allows two parties Alice and Bob
to jointly compute a functiony = f (a,b) on their private inputs a from Alice andb from Bob. In the
end, one or both of them learn the output y. The function f needs to be represented as a Boolean
circuit, called netlist, consisting of 2-input 1-output logic gates. Alice, called the garbler, garbles the
circuit as follows. For each wire in the netlist, she assigns two k-bit1 random keys corresponding
to the values 1 and 0. For each gate, a garbled truth table is generated by encrypting the keys for
output with the corresponding input keys. She also assigns a 1-bit random mask for each wire. The

1k is a security parameter, its value is set to 128 in recent works [21, 32]
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masked value of a wire is XOR of the actual value and the mask bit. She then arranges the rows in
the garbled table according to the masked value and sends them along with the keys corresponding
to her input values to Bob, called the evaluator. Bob first obtains the keys corresponding to his input
values obliviously through OT2

1. He then uses these input keys to evaluate the encrypted tables
gate by gate and learns the masked value of each wire in the netlist. This way, the final output that
Bob learns is the masked values of the output wires. These masked values need to be XORed with
the corresponding mask bits held by Alice to learn the actual values. We say that the final output
is XOR-shared between Alice and Bob. They need to communicate their respective shares to the
other party to learn the actual value of the output.

Garbled Circuit Optimizations. The GC protocol has gone through a number of optimizations:
free-XOR [33], row reduction [34], half gate [35], and fixed-key cipher [32]. Among these opti-
mizations, the most important one is free-XOR as it allows the evaluation of XOR, XNOR, and
NOT gates without costly cryptographic encryption, which also translates to less communication
time as the XOR gates do not need a transfer of the garbled tables. As a result, the primary opti-
mization goal while generating the netlist for f is to minimize the number of non-XOR gates.

Enhancements for Malicious Security. Yao’s GC is proven to be secure in the honest-but-curious

security model [32, 36], where the participating parties follow the agreed on behavior but may want
to deduce more information without violating the protocol. While this model is sufficient in a large
number of applications, to ensure the security of the authentication scheme, we must employ a
protocol that is secure in the malicious security model. In this model, the parties are allowed to
deviate from the protocol to learn information about the other party’s input or to force an incor-
rect result. Among various protocols that are secure in this model, the most efficient realization
to date is the Authenticated Garbling protocol presented in Reference [20]. The critical enhance-
ments in this protocol over the semi-honest version are the following. (i) The mask bit itself for
each wire is XOR-shared between Alice and Bob. (ii) To ensure that none of them can alter their
respective shares of the mask bit in the middle of the protocol execution, they authenticate their
shares using Message Authentication Codes. (iii) They compute the garbled circuit in a distributed
manner, where the garbled tables are XOR shared between Alice and Bob. The garbled circuit is
authenticated in the sense that none of Alice or Bob alone can change the logic of the circuit. We
employ this protocol in our authentication scheme.

3 AUTHENTICATION SCHEME

In this section, we outline our authentication scheme for secure mutual authentication of intrinsic
PUFs. We first describe the threat model. Then, we explain the authentication function that forms
the core of the scheme. Next, we provide our authentication protocol for generic PUFs with binary
response. Finally, we show how this generic protocol can be extended to support the memory-
based PUFs that generates the response as a set of integers.

3.1 Threat Model

Our model consists of three parties, the prover P, the verifierV and the adversaryA. We assume
no shared secret between P andV other than the CRP (a single CRP will suffice). P is equipped
with a weak PUF. Our scheme allows some noise in the PUF response generated each time byP and
therefore does not require P to be equipped with any error correction scheme. Further, P has no
secret stored in its non-volatile memory and erases its volatile memory on exiting the protocol.A
can access the non-volatile memory of P but not the volatile memory during the time of protocol
execution. Consistent with the state of the art schemes, we assume A to be able to eavesdrop
on the communication channel between P andV . However, unlike previous schemes, we do not
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Fig. 1. Authentication protocol.

assumeV to be trusted. The only distinction we make betweenV andA is the possession of the
CRP.

3.2 Authentication Function

Figure 1 outlines the authentication protocol between V and P. The steps enclosed within the
solid (blue) box constitute the authentication function,

q = Fauth (Rr ef ,RPU F ,T ) =

{
1, HD (Rr ef ,RPU F ) < T
0, otherwise

, (2)

where HD (., .) denotes the Hamming distance. The input to the authentication function from V
is the reference PUF response Rr ef , an N -bit binary string stored in its database. The input from
P is the PUF response RPU F , an N -bit binary string extracted from the PUF. The first step of the
function is computing the Hamming distance between Rr ef and RPU F . If PUF responses were free
from noise or in presence of error correcting code, then the Hamming distance would be zero for a
genuine PUF response. However, to allow a generic PUF without any error correction, we compare
the resultant Hamming distance with a threshold value,T . Here,T is a publicly known parameter
agreed on byV and P before the start of the protocol (during the initialization phase, Section 3.3).
The choice ofT will depend on the characteristics of the PUF and the acceptable error margin. The
1-bit output q of the comparator indicates whether or not the PUF response is close enough to the
reference response saved at the verifier.

We employ the Authenticated Garbling protocol [21] to ensure the privacy of the inputs of V
and P. We now take a closer look into the security of this protocol. As discussed in Section 2.2,
the final output is XOR-shared between the two participating parties, and they have to authen-
ticate their respective shares to prevent alteration in the middle of the protocol execution. The
parameters of the authentication function Fauth are set such that the probability of success of
an adversary A with an incorrect PUF response is infinitesimally small (2−128, see Section 4.1 for
details). Therefore, if the authentication function Fauth is evaluated through the Authenticated
Garbling protocol, the adversary would already know the value of the output q (0, in this case)
with success rate close to unity. Therefore,A could flip her share of the bit q, which would result
in flipping the final value of q from 0 to 1 and making the honest party accept her as a legitimateV
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or P. The Authenticated Garbling protocol is able to prevent alteration of the shares in the middle
of the protocol execution. In this specific case, the final output is independent of the input of the
honest party and is known to the adversary even before the execution starts. The Authenticated
Garbling protocol would not be able to prevent this attack.

To prevent the above scenario, instead of directly using q as the output, it is used as the selector
bit of two multiplexers to select from two pairs of random M bit strings. This constitutes the
extended authentication function,

{Svq , Spq } = Fext_auth (Rr ef , Sv0, Sv1,RPU F , Sp0, Sp1,T ). (3)

The steps involved in this function is enclosed within the dotted (red) box in Figure 1. This ex-
tended authentication function is computed through the Authenticated Garbling protocol. Along
with Rr ef and RPU F , the inputs to the extended authentication function fromV is a pair of M-bit
random nonces, Sv0 and Sv1. Similarly, the inputs from P is a pair of M-bit random nonces, Sp0 and
Sp1. The 1-bit output q of the comparator is used as the selector bit of the two multiplexers with
inputs {Sv0, Sv1} and {Sp0, Sp1}. The outputs of the multiplexers Svq and Spq are revealed toV and
P, respectively. The final decision is made through the local comparison. Each party accepts the
other party if and only if the received outputs entirely matches the Sv1 (Verifier side) or Sp1 (Prover
side). Unlike the authentication function in Equation (2), the outputs of this extended authentica-
tion function depend on the inputs from both parties even with an incorrect PUF response.A will
now have to correctly guess Sv1 or Sp1 that has a success rate of 2−M .

3.3 Initialization

Similar to all PUF-based authentication protocols, we assume that the initialization is performed
in a secure environment.V sends a set of challenges (at least one) to P and stores the responses
sent back by P in her database. Note that the stored responses are considered secret owned by
V , while the challenges are public. P stores no secret data in its memory. P andV agree on the
threshold valueT that is publicly known and is stored on the non-volatile memory of both parties.
In addition to these, the netlist of the authentication function required by the GC protocol is also
stored on the non-volatile memory. The netlist can be generated byV ,P, or an independent issuer.
As explained in Section 2, the netlist is publicly known, independent of either V or P and only
has to be generated once during the initialization phase.

3.4 Protocol for Binary Response

We now describe our protocol for PUFs that generate a binary string response. The protocol is
denoted as πauth . In the next section, we describe how this protocol can be extended to be com-
patible with the PUF response as a set of integer indices. In πauth , the extended authentication
function Fext_auth is computed through Authenticated Garbling [21]. This ensures that the inputs
and outputs of this function remain private to the respective parties and is not revealed to the
other party (or an eavesdropper). It also ensures the correctness of the output even if one of the
parties are corrupted.

Authentication protocol πaut h between the verifierV and the prover P:

Input: V inputs the N -bit reference response Rr ef , and two M-bit random nonces Sv0, Sv1. V
inputs the N -bit PUF response RPU F , and two M-bit random nonces Sp0, Sp1. The challengeC and
the threshold T is public and known by both parties.

Output: Both parties receive a one-bit output accept/reject indicating whether or not the other
party is authenticated.
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The protocol:

(i) V sends the challenge C to P. If there is only one CRP, then C can be stored in a non-
volatile memory of P and this step can be omitted.

(ii) P applies the challenge C to the PUF and generates the response RPU F . In addition, P
generates two random M-bit strings Sp0 and Sp1.

(iii) V generates two random M-bit strings Sv0 and Sv1.
(iv) V and P perform the Authenticated Garbling protocol on the extended authentication

function Fext_auth (Figure 1) withV as the garbler and P as the evaluator. The inputs
to the authentication function from V are the N -bit reference PUF response Rr ef and
the two M-bit random nonces Sv0 and Sv1. Similarly, the inputs from P are the N -bit
PUF response RPU F and two M-bit random nonces Sp0 and Sp1.

(v) P sends his share of Svq toV so thatV can XOR it with her share and learn the actual
value.

(vi) Similarly,V sends her share of Spq to P so that P can XOR it with his share and learn
the actual value.

(vii) V locally compares Svq with Sv0 and Sv1. If Svq = Sv1, then V accepts P. Otherwise,
V rejects P and aborts.

(viii) P locally compares Spq with Sp0 and Sp1. If Spq = Sp1, then P acceptsV . Otherwise, P
rejectsV and aborts.

3.5 Extension for Integer Response

As we discussed in Section 2, for the DRAM PUF we need to translate the authentication based on
Jaccard similarity to the authentication based on Hamming distance. For this purpose, we utilize
LSH [22, 23].

LSH is a family of functions that map the input domain to the output domain (hash) with
the following condition: The probability that hashes of two inputs are equal (collision) is higher

for similar inputs than non-similar ones. The similarity between inputs can be quantified using
different similarity metrics such as Jaccard or Cosine. More formally, if the collision probability
PrH (h(x ) = h(y)) for a hash family H is a monotonically increasing function of the similarity,
Sim(x ,y), the hash familyH is a valid LSH family

PrH (h(x ) = h(y)) = f (Sim(x ,y)), (4)

where f (.) is a monotonically increasing function. To be consistent with Reference [12], which
presents the most efficient DRAM PUF to date, we use the Jaccard similarity index J [37] in the
authentication method presented in this article. The Jaccard similarity between two given sets x ,
y ⊆ Ω = {1, 2, . . . , |Ω |} is defined as

J = |x ∩ y ||x ∪ y | . (5)

Minwise hashing (MinHash) [38] is the LSH that preserves the Jaccard similarity and is defined as
follows:

hmin
π (x ) = min(π (x )), (6)

where π : Ω → Ω is a random permutation applied to the given set x . The hash is the minimum
value of the permuted set. For example, given the set x = {1, 2, 5} ⊂ Ω = {1, 2, 3, 4, 5} and the ran-
dom permutation

π : 1→ 5, 2→ 3, 3→ 1, 4→ 2, 5→ 4,
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set x is mapped to π (x ) = {5, 3, 4} = {3, 4, 5}, hence hmin
π (x ) = 3. For any two sets x and y, by an

elementary probability argument (see Reference [39]) it can be shown that

Pr {hmin
π (x ) = hmin

π (y)} = |x ∩ y ||x ∪ y | = J . (7)

MinHash is a valid LSH since the function f (.) in Equation (4) is equal to f (α ) = α that is a mono-
tonically increasing function. Please note that MinHash maps an input set to an integer value
hmin

π (x ) : S ⊆ Ω �→ i ∈ {1, 2, . . . , |Ω |}. However, from the computation and storage consumption
perspective, it is preferable to map the output integer to only a 1-bit output. This can be re-
alized by the universal hash functions huniv : N �→ {0, 1}. One of the popular approaches is to
take only the least significant bit of MinHash [40]. Therefore, 1-bit MinHash can be realized as

hmin,1bit
π (x ) = huniv (hmin

π (x )) = hmin
π (x ) mod 2. To identify whether hmin,1bit

π (x ) is a valid LSH or
not, we need to compute the collision probability. The probability that two sets x and y have equal

MinHash values isJ (Equation (7)) in which casehmin,1bit
π (x ) = hmin,1bit

π (y). Ifhmin
π (x ) � hmin

π (y)
(with probability 1 − J ), then there is a 50% chance that 1-bit hashes would collide (symmetry be-
tween outcome events). As a result

Pr
{
hmin,1bit

π (x ) = hmin,1bit
π (y)

}
= J × 1 + (1 − J ) × 1

2
=
J + 1

2
. (8)

Consequently, 1-bit MinHash is also a valid LSH. One can repeat the computation � times with
� different random permutations to create an �-bit LSH embedding. We denote the �-bit LSH
embedding of a set x as LSH �

min (x ). Given two sets x and y with similarity of Sim(x ,y) =

J0, the number of bit-matches between LSH �
min (x ) and LSH �

min (y) is J0+1
2 × � on average.

The uncertainty comes from the fact that LSH is a probabilistic embedding. More precisely,

E[NumBitMatch(LSH �
min (x ),LSH �

min (y))] = J0+1
2 × �, where E[.] is the expected value of a ran-

dom variable. One can express this formula using HD,

E�
H D (x ,y) = E

[
HD (LSH �

min (x ),LSH �
min (y))

]
=

1 − J0

2
× �. (9)

For instance, if J0 = 0.9, then the Hamming distance between the 64-bit LSH embeddings of x and
y (E64

H D
(x ,y)) is 3.2. Therefore, if the Jaccard similarity of 0.9 or higher is accepted as the verified

response, then one can similarly verify the hash of a response if it passes the HD threshold of 3.

4 SECURITY ANALYSIS

We analyze the security of the proposed scheme in two stages. First, we analyze the security of
the authentication function (Section 3.2) to show that an adversary is not able to learn the PUF
response or pass the authentication with an incorrect input in polynomial (in terms of the number
of response bits) number of attempts. Then we analyze the security of the protocol (Section 3.4)
to prove that it does not leak any information other than the function output. Note that the steps
to extend the protocol to support integer response (Section 3.5) is performed locally and therefore
do not affect the security. Moreover, since the protocol is symmetric, we only analyze the security
for the scenario where the adversary A is posing as the prover P to a legitimate verifierV .

4.1 Security of the Authentication Function

The security of the Hamming distance–based schemes relies on the fact that the Hamming dis-
tance sums up the difference between the bits of the two input binary strings and thus holds no
information about individual bits. While this is true for a single execution, in the case of multiple
executions, it is possible to deduce information about individual bits of one input by adaptively
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varying the other input and observing the changes in the resulting Hamming distance. Any au-
thentication scheme based on the Hamming distance should ensure that the authentication keys
cannot be learned in a polynomial (in terms of the number of bits in the keys) number of execu-
tions.

We start with a more generic version of the authentication function,

Q = F μ

дen_auth
(Rr ef ,RPU F ,T ), (10)

where Q is the left most μ bits (1 ≤ μ ≤ loд(N ) + 1)2 of HD (Rr ef ,RPU F ) −T . The authentication
function Fauth provided in Equation (2) is a special case of Fдen_auth with μ = 1, since the output
of the comparator is essentially the carry bit of the subtraction result.

Hamming distance has been employed in biometric authentication protocols [15, 16] that deals
with noisy signatures similar to the PUF responses. However, these protocols generally output
the Hamming distance itself and the comparison with the threshold is performed locally. The
authentication function employed in these protocols is another special case of the one provided
in Equation (10) with μ = loд(N ) + 1 and T = 0. The security analysis of these protocols prove
that a malicious adversary cannot obtain more information than what can be generated from the
information she has (i.e., her input and received function output). However, even if the protocol
is assumed to be secure by definition, we show in this section that it is possible for the adversary
to deduce the input of the honest party in O (N ) attempts. This is why we start with the generic
authentication function given in Equation (10) and show that it is secure in the special case of

Fauth (Rr ef ,RPU F ,T ) ≡ F μ=1

дen_auth
(Rr ef ,RPU F ,T ). (11)

Let us define another variable,

ν = loд(N ) + 1 − μ . (12)

Thus, ν is the number of bits hidden from the subtraction result of HD (Rr ef ,RPU F ) −T .
In the following analysis, we examine the effect of ν on the security of the authentication func-

tion. We assume that the adversary A with input R′PU F is posing as the prover P and interacts

with an ideal simulator Σ that computes the function F μ

дen_auth
(Rr ef ,R

′
PU F ,T ). Σ holds Rr ef and

is secure by definition, i.e., it does not leak any information regarding Rr ef , except the output of
the function. A tries to deduce Rr ef by adaptively updating her input R′PU F .

• Initially, we set ν = 0 and T = 0. To deduce Rr ef in the minimum number of attempts, A
should update her input with the finest resolution. Therefore, initially, she flips a single bit
of her inputR′PU F at indexn in 2 consecutive attempts. If the values of the outputQ provided
by Σ increases, then the nth bit of R′PU F at the first attempt was equal to the nth bit of Rr ef ,
since flipping that bit resulted in an increased Hamming distance. In this setting, A will
require 2N attempts to deduce all N bits of Rr ef (Thus, the protocols of References [15, 16]
are not secure since they can be broken in O (N ) attempts).

• If ν is set to 1, i.e., the least significant bit of the Hamming distance is hidden fromA, then
flipping only 1 bit will not produce any difference in the values ofQ . Therefore,A is forced
to flip 2 bits of R′PU F . Since there are 4 possible combinations, she will need 4 attempts to
learn 2 bits of Rr ef , and a total of 4 × N /2 attempts to learn all N bits.

• We now consider an arbitrary value of ν . The Hamming distance between twoW -bit binary
strings is loд(W ) + 1 bits. However, if we keep the first string fixed, for only one of the 2W

possible instances of the second string the most significant bit (bit index loд(W ) + 1) of the

2For fractional values of loд (.), we take the nearest integer smaller than loд (.), i.e., �loд (.). For simplicity, we denote

�loд (.) as loд (.) throughout the article.
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Hamming distance will be set to 1 when the second string is bit-by-bit inverse of the first
one. Similarly, to observe a change in the (ν + 1)-st bit of the Hamming distance, A will
require to alter groups of 2ν bits together, and thus will need 22ν

attempts. In total, she will
need 22ν × N /2ν attempts to learn all the bits of Rr ef .

• Finally, for ν = loд(N ), thus μ = 1 as employed in the authentication function of Equa-

tion (2), A will need 22loд (N ) × N /2loд (N ) = 2N attempts to learn all the bits of Rr ef . Thus
the number of attempts is exponential in N .

Effect of the Threshold T . So far we have assumed the threshold T = 0, which is ideal but not
practical due to the noise present in the PUF response. ForT > 0, it will suffice forA to learn any
N −T out of N bits correctly, irrespective of the bit indices that are correct. Since the distribution
of the bits of the PUF responses is unknown toA, the process of forming these N bit binary strings
follows a binomial distribution [41] that is used to model the number of successes when sampling
with replacement. Let w be the number of bits guessed correctly. Assuming each bit of Rr ef has
equal probability (= 1/2) of being 0 or 1,

Pr (w ≥ N −T ) =
1

2N

N∑
n=N−T

(
N

n

)
. (13)

Note that the nominator in Equation (13) is a polynomial in N and the denominator is an exponen-
tial in N . Therefore, the number of attempts required byA to authenticate with a high probability
is still exponential in N . To ensure 128 bit security, we need

Pr (w ≥ N −T ) ≤ 2−128. (14)

We set T as a fraction t of N , i.e., T = �tN �; 0 < t < 1. Solving inequality 14 for t = 0.05, 0.1, 0.15
yields N = 181, 237, 320, respectively. The threshold fraction t , which denotes the maximum frac-
tion of mismatched bits between an authentic pair of RPU F and Rr ef , is the only parameter that
controls the total execution time of the protocol.

Minimum Set Size for PUFs with Integer Responses. For the case of PUFs with integer re-
sponses, along with the minimum bit-length for LSH encoding, we need to set a minimum size of
the sets so that the probability of an adversary successfully guessing the response set is sufficiently
low. Let S be the set guessed by A, u be the number of elements guessed correctly, and v be the
number of elements guessed incorrectly. The Jaccard similarity, J can be computed as

J = |S | −v|S | +v . (15)

If the maximum number of incorrect guess is vM , then the minimum value of Jaccard similarity,
Jmin , is given by

Jmin =
|S | −vM

|S | +vM
. (16)

For a given Jmin , we have

vM =
1 − Jmin

1 + Jmin
× |S |. (17)

The process of choosing integers to form the sets of responses follows the multivariate hyper-
geometric distribution [42] that models sampling without replacement. Since each element (the
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integer indices) is represented only once in the urn,

Pr (J ≥ Jmin ) = Pr (v ≤ vM ) = Pr (u ≥ |S | −vM )

=

|S |∑
n= |S |−vM

( |Ω |− |S |
|S |−n

)
×

( |S |
n

)
( |Ω |
|S |

) .
(18)

To ensure 128-bit security we need

Pr (J ≥ Jmin ) ≤ 2−128. (19)

In the DRAM PUF construction of Reference [12] each logical PUF has the size of 32KB, which
gives |Ω | = 32 × 8 × 210. Solving inequality 19 for Jmin = 0.9 yields |S | ≥ 10.

4.2 Security of the Authentication Protocol

We now analyze the security of the authentication protocol, πauth . We again assume that the
adversary A with input R′PU F is posing as the prover P. A interacts with an ideal simulator Σ.
Unlike the previous section, in this case, Σ does not communicate with the verifierV , and therefore
have no knowledge about the reference response Rr ef . We prove the security of πauth by showing
that Σ is able to generate a view that is indistinguishable from the view of the adversary in a real
execution of the protocol, πauth withV . This would imply thatA learns no information about the
input of V from the real protocol [43]. In this analysis, we utilize the hybrid model presented in
Reference [44]. According to this model, if a protocol is proven to be secure in the right setting, it
suffices to assume that the parties have access to a trusted party that computes that functionality.
Since the Authenticated Garbling protocol of Reference [21] is proven to be secure in the malicious
model, we assume that the parties have access to a trusted party that computes this functionality.
The ideal simulator Σ works as follows:

(i) Σ sends the challenge, C to A. Since C is considered public, Σ does not need communi-
cation withV to learn it.

(ii) Σ receives the the response R′PU F , two random M-bit strings Sp0 and Sp1 from A.
(iii) Σ generates a N -bit random string R′

r ef
and two random M-bit strings Sv0 and Sv1.

(iv) Σ performs the Authenticated Garbling protocol on the extended authentication function
Fext_auth through a trusted party. The inputs to the extended authentication function
from Σ is the N -bit random string R′

r ef
and two the M-bit random nonces, Sv0 and Sv1.

(v) Σ receives A’s share of Svq .
(vi) Σ sends its share of Spq to A.

Since none of R′
r ef

from Σ and R′PU F fromA are authentic,A observes with a high probability that

the authentication has failed, according to the analysis in Section 4.1. Since her own input R′PU F

is not authentic, this is the expected result from her side. Therefore, she is not able to distinguish
between a real execution of the protocol πauth withV and an ideal execution by the simulator Σ,
which does not communicate with V . This proves that the πauth does not leak any information
about the inputs ofV .

Note that the security proof could be stronger if we assumed A “corrupts” P as opposed to
“posing as” P, in which case she would posses the actual PUF response RPU F . However, RPU F is
just a noisy version of Rr ef . Therefore,A would learn nothing new from the protocol in that case.

ACM Transactions on Design Automation of Electronic Systems, Vol. 23, No. 6, Article 75. Pub. date: December 2018.



SHAIP: Secure Hamming Distance for Authentication of Intrinsic PUFs 75:13

Table 1. The Numbers of Non-XOR Gates in the Generated Netlist

for Different Values of Threshold Fraction t

t N T M

Number of non-XOR gates

Size(KB)Hamming Comparator MUX Total Total†
N − 1 loд (N ) + 1 2M N + loд (N ) + 2M Gen. by Yosys

0.05 181 10 128 180 8 256 444 439 42

0.10 237 24 128 236 8 256 500 494 51

0.15 320 48 128 319 9 256 584 582 64

† The synthesis tool perform optimization on the entire circuit to reduce the number of gates.

5 IMPLEMENTATION

The primary target of the authentication scheme is to support authentication by any generic off-
the-shelf intrinsic PUF that do not require dedicated hardware resources. Therefore, we implement
the entire protocol in software and simulate the PUF as a black box.

5.1 Generating GC Netlist

To execute securely through the Authenticated Garbling [21] protocol (or any garbled circuit-based
protocol), the extended authentication function shown in Figure 1 needs to be represented as a
netlist of Boolean logic gates. Due to free-XOR [33] described in Section 2.2, optimizing the netlist
for GC requires minimizing the number of non-XOR gates. We design the function in Verilog HDL
and compile by Yosys Open Synthesis Suite [45] with the TinyGarble [46] circuit synthesis library
for GC to generate the netlist. Even though TinyGarble is the most efficient tool to generate the
GC netlist, the GC execution protocol supported by this framework is only secure in the semi-
honest setting. Therefore we garble/evaluate the generated netlist through the realization of the
Authenticated Garbling protocol provided in the EMP-toolkit [47]. This protocol is secure in the
malicious setting as demanded by our authentication scheme.

Table 1 shows the number of non-XOR gates required by the different components of the ex-
tended authentication function for different values of threshold fraction t . The number of bits in
the PUF response N and the threshold T are set according to the computations in Section 4.1. M
is set to 128, the value of the security parameter k employed in recent works [21, 32] in SFE. Note
that the total number of non-XOR gates in the netlist generated by Yosys is smaller than the sum
of the number of non-XOR gates in all components. This is because the synthesis tools preform
optimizations on the entire circuit to minimize the cost function, which in this case is the number
of non-XOR gates.

We have created a parser to automatically convert the netlist from TinyGarble in the format
supported by the EMP-toolkit. The size of the netlist files for different settings is shown in Table 1.
The netlist needs to be generated only once and stored on the non-volatile memory of both parties.

5.2 Implementing LSH

As we discussed in Section 3.5, to create a 1-bit LSH from a set, we need to perform a random
permutation on the input set. Computing an l-bit LSH, in fact, requires � random permutations
that accounts for the costliest part of computing the LSH embedding. However, recent advances in
Minwise hashing [48–50] make it possible to extract more than one bit from a single permuted set.
The general idea behind these methods is that one can partition the universal set (Ω) into Np dif-
ferent pieces and perform Minwise hashing for each partition separately. In other words, once we
have permuted the input set, we output the minimum value in each section as the MinHash value
andmod 2 as its 1-bit LSH. Figure 2 illustrates this idea for a sample set of S = {0, 3, 7, . . . , |Ω | − 2}.
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Fig. 2. Extracting multiple LSH bits from single random permutation π .

Table 2. Computational Time and Memory Utilization Complexity

for Two Implementations of LSH

Time Memory

Pre-computing Permutations O ( |S | �
Np

) Read Ops O ( |Ω | �
Np

)

HW-based PRP O ( |S | �
Np

) AES Ops O ( |S |)

This technique enables us to extract Np 1-bit LSH from single permutation that in turn, reduces
the computation and memory usage by almost a factor of Np . As a result, the overall number of

random permutations required to generate a �-bit LSH is � �
Np
�.

We present two different approaches to compute the permuted version of a set. The first ap-
proach is to pre-compute all � �

Np
� permutations and store them in memory. To permute a set S ,

one needs to perform only |S |memory accesses. This approach is very fast (O ( |S |) read operations)
but it needs to compute and store all random permutations that take O ( |Ω |) of memory. The sec-
ond approach only requires O ( |S |) of memory but the computation is slower that we describe
next.

Utilizing HW-Based Pseudo-Random Permutation (PRP). We propose to employ PRP such
as Advanced Encryption Standard (AES) to efficiently perform the permutation. Since almost all
modern processors have AES-NI in their instruction set, the fast HW-based permutation can be
implemented using AES. More precisely, one of the parties randomly generates a 128-bit key (K )
and announce it publicly. Each time a party wants to permute a set, he computes AESK (S (i )) for
i = 1, 2, . . . , |S |, where S (i ) denotes the ith member of S . This approach does not support scenarios
where |Ω | > 2128 but this limit is far beyond our requirements. Please note that AES only operates
on 128-bit input blocks, whereas, the members of set S are represented with log2 ( |Ω |) number of
bits. However, this is not an issue since instead of partitioning the universal set Ω, we partition the
output range of AES. This results in same hash results since AES is a uniform random permutation
(each input has equal chance to take any output value).

Overall Cost and Complexity. We summarize the complexity of computational time and mem-
ory utilization for both aforementioned approaches in Table 2.
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Table 3. Timing Evaluation of the Authentication Protocol in the Two Settings

for Different Values of the Threshold Fraction t

(a) Setting A: Both V and P on powerful platform.

Stage

t = 0.05 t = 0.10 t = 0.15

Verifier Prover Verifier Prover Verifier Prover

cc ms cc ms cc ms cc ms cc ms cc ms

Set up 1.70E+08 77.25 1.64E+08 74.37 1.67E+08 76.01 1.61E+08 73.01 1.68E+08 76.37 1.59E+08 72.24

Func. Indep. 9.96E+06 4.52 1.70E+07 7.71 9.99E+06 4.53 1.72E+07 7.81 1.12E+07 5.08 2.09E+07 9.48

Func. Dep. 2.43E+06 1.10 1.74E+06 0.79 2.12E+06 0.96 1.57E+06 0.71 2.45E+06 1.11 2.02E+06 0.92

Online 2.44E+05 0.11 2.92E+06 1.33 3.16E+05 0.14 2.86E+06 1.30 3.65E+05 0.17 3.46E+06 1.57

Total 1.83E+08 82.99 1.85E+08 84.19 1.80E+08 81.66 1.82E+08 82.83 1.82E+08 82.72 1.85E+08 84.20

(b) Setting B : V on powerful platform and P on resource-constrained platform.

Stage

t = 0.05 t = 0.10 t = 0.15

Verifier Prover Verifier Prover Verifier Prover

cc μs cc μs cc μs cc μs cc μs cc μs

Set up 6.82E+08 309.88 4.34E+08 295.99 6.85E+08 311.18 4.34E+08 296.17 6.89E+08 313.25 4.35E+08 296.30

Func. Indep. 1.36E+08 61.78 1.02E+08 69.33 1.99E+08 90.66 1.44E+08 98.19 2.05E+08 93.24 1.48E+08 100.99

Func. Dep. 1.84E+07 8.35 4.50E+06 3.06 1.91E+07 8.70 4.89E+06 3.33 2.07E+07 9.40 5.71E+06 3.89

Online 5.39E+06 2.45 3.78E+06 2.58 5.44E+06 2.47 3.28E+06 2.23 5.57E+06 2.53 3.85E+06 2.63

Total 8.41E+08 382.46 5.44E+08 370.97 9.09E+08 413.01 5.87E+08 399.93 9.21E+08 418.42 5.92E+08 403.81

6 EVALUATION

6.1 System Settings

We employ two platforms to evaluate the authentication protocol. Platform 1 is an Intel Core i7-
2600 CPU @3.4GHz with 12GB of memory running Ubuntu 14.04. Platform 2 is an Intel Atom
E3815 @1.46GHz with 2GB of memory running Lubuntu 16.04.1. The protocol is evaluated in the
following two settings:

• SettingA: To assess the best case capability, we run the protocols for bothV and P on Plat-
form 1.

• Setting B: To emulate the practical scenario of a verifier with high computational power and
a resource-constrained prover, we run the protocol for V on Platform 1 and the protocol
for P on Platform 2.

6.2 Evaluation of the Authentication Protocol

The GC protocol is run through the realization of the Authenticated Garbling [21] in the EMP-
toolkit [21]. We first evaluate the timing of the protocol involving only the extended authentication
function, without LSH. The Authenticated Garbling protocol consists of three phases: (1) Set up:
generate correlated randomness betweenV and P that are used during the last (online) phase for
information-theoretic authentication of different values. (2) Function-independent pre-processing:
independent of the inputs from V or P or the extended authentication function. (3) Function-

dependent pre-processing: dependent of the authentication function, but not the inputs. (4) Online

phase: dependent on both the extended authentication function and the inputs from V and P.
Tables 3(a) and 3(b) show the the number of clock cycles and time on bothV and P at each stage
of the protocol in the two settings for different values of the threshold fraction t . Each timing
measurement is averaged over 10 instances. The total time on the prover side for t = 0.1 is 399ms
in Setting B, which emulates the real life scenarios. To put this time into context, the interrogation
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time of the DRAM PUF [12] is in the range of minutes. Therefore, the protocol execution time is
negligible compared to the response generation time of the PUF.

6.3 Evaluation of Protocol for Integer Response

To evaluate the timing of our protocol while authenticating the DRAM PUF with integer responses
we need to add the time that LSH computation takes. The time and memory utilization of two
different approaches for hash computation is illustrated in Table 2. For the actual timing results,
we use the HW-based PRP method. As we discussed, we partition the output space of AES into
Np different pieces. As can be seen from Table 2, by increasing Np , one can reduce the overall
computation time. However, there is an upper bound limit on Np [48] that depends on |Ω | and
|S |. In our setting, the limit is 300 hashes. Therefore, having � < 300 means that we can create
�-bit LSH embedding using a single permutation (� �

Np
� = 1). The overall hash computation time

is therefore bounded by the number of AES invocations that is |S |.
The DRAM PUF presented in References [12] employed logical PUF constructions on 32KB

segments of the DRAM. To simulate this construct, we take Ω as the set of integers from 0 to
(32 × 8 × 210 − 1). We consider the PUF response and the reference response stored at the verifier
to be sets of 300 integers that are the subset of Ω. The total number of clock cycles for LSH are
3.13E+05 on Platform 1 and 1.04E+06 on Platform 2. These translate to 92μs and 867μs, respectively.

7 RELATED WORK

Most of the work on PUF-based remote authentication involve strong PUFs [4–9] These works
require regular updates of the key and therefore the PUF is required to have a large CRP data-
base. The authors in Reference [51] surveyed the state-of-the-art authentication schemes based
on strong PUFs and show that most of them lack formal security analysis and adequate security
against various attacks.

There are a few works that deal with remote authentication using weak PUFs. The work in
Reference [12] propose a lightweight authentication scheme based on the DRAM PUF construc-
tion. In their scheme, the verifier chooses a certain decay time, which acts as the challenge in this
case, and sends it to the prover. The prover generates the corresponding response and sends it back
to the verifier. The verifier then computes the Jaccard similarity between the received response and
the response saved in it CRP database. If the Jaccard index is larger than a certain threshold, then
the verifier accepts the prover. The drawback of this scheme is that the decay times have to be
monotonically increasing for subsequent authentication sessions. Since there is only limited num-
ber of possible decay times, after a certain number of authentication sessions all the PUF responses
will be exposed and the PUF will not be useful for further secure authentication sessions.

To the best of our knowledge, there have been two weak PUF-based authentication schemes
that limit the exposure of the response and thus allow unlimited mutual authentication sessions:
the Reverse Fuzzy Extractor presented in Reference [13] and the Trapdoor Computational Fuzzy
Extractors presented in Reference [14].

Fuzzy Extractor [24] is used to correct noisy PUF data with the help of helper data that are
generated during the enrollment phase. The main idea in Reference [13] is moving the task of re-
construction of the PUF response from the prover to the verifier. In their reverse fuzzy extractor,
the helper data are generated at the prover every time the PUF is interrogated as opposed to gener-
ating it only once during enrollment phase in a regular fuzzy constructor. Since the reconstruction
of the response requires more computational power than a generation of helper data, this setting
improves the overall efficiency of a system with resource-constrained prover and a strong veri-
fier. During authentication, only the helper data are transferred from the prover to the verifier. A
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legitimate verifier would have the reference PUF response and would be able to regenerate the
noisy PUF response generated at that session. Thus authentication is performed without commu-
nicating the PUF response. This allows unlimited use of the same response in different authenti-
cation sessions. One drawback of this scheme is that it requires a large number of bits to ensure
security (1785 bits to ensure 128-bit security) that may not be available from many intrinsic PUFs.
Moreover, the helper data inevitably reveal some information about the PUF response [51]. In a
regular fuzzy extractor, it is generated only once, while in the reverse fuzzy extractor it is generated
in every authentication session resulting in more probability of information leak.

The work in Reference [14] presents a computational fuzzy extractor that can correct O (m) er-
rors in polynomial time. Unlike Reference [13] the confidence information is not exposed in this
work. As a result, it does not require a large number of response bits and can ensure 128-bit se-
curity with 128-but PUF response. A limitation common to both References [13] and [14] is that
their proof of correctness must assume certain properties of the distribution of the PUF response
(e.g., it can provide confidence information) that requires empirical verification. The work in
Reference [14] demonstrated by experimental results that these assumptions hold for Ring Os-
cillator (RO)-based PUF. However, there is no guarantee that these assumptions will hold for any
generic PUF design (or even for a different realization of the RO-based PUF). Especially, the intrin-
sic PUFs has the possibility of having a skewed distribution. Lastly, neither of these two schemes
support authentication with PUFs providing integer responses, like the DRAM PUF.

Similar to the PUF responses, biometric keys tend to be noisy. Thus, Hamming distance–based
authentication has been popular in the field of biometric authentication [15, 16, 52–55]. While the
majority of these work adopt the honest-but-curious security model there have been a number
of works that are claimed to be secure in the malicious setting [15, 16]. However, these protocol
outputs the Hamming distance in plain text. The security proof of the protocols is based on the
premise that a protocol is secure if it does not leak any information to one party other than what
can be deduced from her input and the protocol output. However, as we have shown in this article,
revealing the Hamming distance allows an adversary to learn the input of the honest party in a
linear number of attempts.

One interesting work in this field is the binHDOT protocol presented in Reference [56]. At the
end of this protocol, one party holds a set of variables: {Zl }l=1...L and the other party holds only
one of them ZH where H is the Hamming distance between their inputs. Thus the final result is
shared between them. The article suggests that this can be turned to a secure Hamming distance
threshold comparison (similar to the one presented in this article) by setting {Zl } = 1 for i < T and
0 otherwise. However, while the binHDOT protocol is proven to be secure in the malicious setting,
this threshold comparison protocol is only secure in the honest-but-curious model. The authors
in Reference [56] outline some possible strategies to achieve security in the malicious setting.
However, no complete protocol has been developed. This is an example of the fact that while
designing custom secure protocols may seem efficient, ensuring the security of these protocols
is a daunting task. In our design, we first developed a secure authentication function and then
executed it with a standard SFE protocol to prevent the possibility of security breach.

8 CONCLUSION

We have presented a novel PUF-based mutual authentication scheme that allows a verifier and a
prover to authenticate each other without revealing their respective data. As a result, our scheme
allows an unlimited number of authentication even by employing a weak PUF with limited CRP
space. This is particularly useful for mutual authentication of IoT devices that usually have limited
resources and thus work better with intrinsic PUFs. The core of our scheme is an authentication
function that is computed securely through an SFE protocol secure in the malicious setting. To the
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best of our knowledge, this is the first work that employs secure function evaluation techniques
in remote PUF-based authentication. We have shown that our scheme is practical for both SRAM
and DRAM PUFs, two of the most efficient and popular variants of intrinsic PUFs. Implementation
of our scheme on an embedded processor shows its practicality in a real-life scenario.
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