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ABSTRACT

The mesoscopic properties of the state-of-the-art nanoscale
devices and the emerging petascale computing and storage
systems have one thing in common: they function at scales
that are orders of magnitude larger than what can be simu-
lated in standard industry and academic laboratory settings.
For many decades, CAD and verification communities have
successfully developed and used emulations to overcome and
complement the shortcomings of simulations for logic verifi-
cation. Physical prototyping and 2D /3D silicon emulation of
the increasingly complex systems holds a significant promise
to overcome the limitations of computer modeling and simu-
lations. While the potential opportunities are plenty, much
research is required for prototyping and building effective,
relevant and indicative emulation platforms.

Categories and Subject Descriptors

B.8.2 [Performance and Reliability]: Performance Anal-
ysis and Design Aids; B.7.3 [Integrated Circuits]: Relia-
bility and Testing

General Terms

Measurement, Performance
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1. INTRODUCTION AND MOTIVATION

At large vineyards, there are often several rose bushes
planted throughout. The reason is not the romantic nature
of vineyard owners or the aroma of flowers, but sheer practi-
cality: roses suffer of very similar sense of diseases as grapes
but are much more sensitive and less expensive. When vine-
yard owners recognize the sick roses, they get an early warn-
ing to plan the required defense for the nearby vines. Our
idea is to apply this simple but clever and efficient paradigm
to ICs. Vineyards are like the big expensive 1Cs, e.g., Intel
multicore processor or even multi-million data centers, and
roses are scaled down ICs subject to identical conditions.
Scaling factors may differ by orders of magnitude and can
be used to explore the accuracy and latency of prediction
versus cost.
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The advantages of such real-time emulation systems are
plenty including low energy consumption, rapid prototyp-
ing, real-time response, flexible and easy input manipula-
tion, and a high degree of predictability. We show two ex-
amples of how this rapid prototyping in 2D and 3D can be
used for processor and data center thermal modeling. Gran-
ular thermal modeling is complex since heat transfer model-
ing includes solving many partial differential equations that
are costly and time-consuming to compute. Furthermore,
the simulators do not scale well and are inefficient for larger
systems. Abstract models are likely to miss important inter-
relationships among the granular components at scale. Note
that the benefits of emulations are not limited to heat mod-
eling and include predictions and actuation [4]. Also, it has
been demonstrated that integration of simulation and emu-
lation can simulatenously provide fast execution and com-
plete observability and controllability [5].

2. CASE STUDY-1: PROCESSOR THER-
MAL MODELING

The exponential increase in CMOS power densities is a
result of continuous scaling that in turn creates thermal
hotspots. The resultant high temperautres not only af-
fect performance and power consumption, but also tamper
the system reliability. The huge scale of processors today
has made it almost impossible to accurately model on-chip
temperature, cooling system, package and environment all
together. Using numerical analysis such as finite element
methods is time-consuming and cost inefficient and not ap-
plicable to larger designs.
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Figure 1: (a) Large IC (LIC) with 8 cores; (b) Em-
ulated small IC (SIC).

Let us make an example: last year at ISSCC, Intel in-
troduced its next-generation server processor Xeon which
consists of eight 64b Nehalem cores and a shared L3 cache
[1]. The processor is implemented in 45nm CMOS technol-
ogy and has 2.3B transistors. We call this processor a large
IC (LIC). One can partition the LIC into grids so that each
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field consists of say, 100,000 transistors to construct a de-
vice that has 20600 fields. We place a temperature sensor
in each field of LIC. Temperature sensors are also placed at
each transistor on a small IC (SIC). Figure 1 demonstrates
an example. We measure the temperature at each LIC and
apply the input patterns required to bring the SIC’s tran-
sistors to the same temperature. For example, transistors
can serve as temperature sensors since we could indirectly
measure their temperatures by measuring the speed, or even
better, by finding their leakage which is exponentially sen-
sitive to temperature changes.

Pseudocode 1 - Tasks Flow for LIC emula-
tion

Instrument LIC;

Create an SIC measurement network;

Create a measurement schedule;

Generate input vector;

Find the heat (Q) on LIC;

Create the relevant predictions;

Analyze the decisions on SIC;

Select the best decision(s) for LIC;

The steps for building an emulation platform for the LIC
are shown in Pseudocode 1. In the first step, we instrument
specific places on the LIC by sensors or other means of mea-
surement/monitoring. The corresponding SIC measurement
network would be built for the SIC. A schedule for taking
the measurements would be devised and input vectors to
stimulate the sensors would be set. The values would be
read on the LIC but predictions cannot be actuated on LIC
since it is working. Instead, the different options are exam-
ined on the SIC in a very fast manner and the best decision
is sent to the LIC afterwards.

Note that there are several ways to speed up emulation
with respect to the LIC. Among them, the conceptually
simplest and often the most effective is to generate heat
k times faster and to simultaneously use materials with a k
times higher heat transfer. Therefore, the emulations will
be k times faster than the actual system and can be used
for creating effective predictions and cooling decisions. The
measurement schedule may be periodic or adaptive (temper-
ature dependent), i.e., measuring more often when the nega-
tive impact of hotspots and high leakages are more likely. By
using Fourier equations of heat transfer and sensor measure-
ments one can calculate the dissipated energy at each field
of the LIC grid. Next, one can use a simple linear program
(LP) to generate similar temperatures at the corresponding
SIC sensors. A full emulation system for heat did not exist
earlier, but a system for HW/SW co-simulation/emulation
on FPGA for thermal predictions was reported [2].

Since the details of the above LIC are not available, we
quantify the benefits of emulation versus simulation using a
linear solver (Ip_solve) as an example. We use the bench-
mark C880 with only 303 gates. A number of input vectors
are given to the chip and the output is the overall chip leak-
age. We solve a system of linear equations for finding each
gate’s leakage [6]. The number of measurements and the cor-
responding number of variables and LP runtime are shown
in Table 1. We see that even for this small circuit, increas-
ing the number of measurements quadratically increases the
runtime. A linear growth in the circuit size would result in
an exponential runtime increase.

00~ O T W N+

# of measurements || 256 512 1024 2048 4096

# of variables [| 1663 2943 5503 10623 20863

LP running time (s) [[ 30.7 100.6 367.1 1424.3 8936.3

Table 1: Changing the number of measurements ver-
sus the LP running time for C880.
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3. CASE STUDY-2: DATA CENTER THER-
MAL MODELING
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(a) Data Center (b) SIC

Figure 2: (a) Data center; (b) Small IC (SIC).

Our second example is a data center. The increasingly
high power density of the existing and pending server gen-
erations requires detailed thermo-fluid analysis and solving
a large system of partial differential equations. Additional
interactions with the environment would make such simula-
tions amazingly complex [3]. We propose using an emulated
small IC with adjusted scales and ratios such that the differ-
ential equations for heat transfer on the SIC correspond to
the principal components of the heat flow in the data cen-
ter. Figure 2 shows an example where even the placement
of cooling components and packages needs to be exactly em-
ulated. Thus, if we equip the SIC with sensors because of
the size and speed advantages, it would provide inexpensive
and fast predictions that could be used for adaptive load
balancing and server scheduling.

4. MERITS AND IMPACT

Emulation by 2D and 3D IC architectures holds a great
promise in modeling and prediction of complex computa-
tional environments. The advantages of emulation have
been previously shown for logic verification and for hw/sw
simulations on FPGA. The benefits include fast simulation
time, low energy consumption, flexible and easy manipula-
tion, and predictability. Perhaps the greatest advantage of
emulation versus simulation is the real-time nature of the
emulation, making it the only potential solution for predict-
ing and adaptive decision making in time-critical systems.
‘While the opportunities are apparent, several open research
questions are yet to be addressed.
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