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Abstract—This paper introduces an adaptive sampling method-
ology for automated compression of Deep Neural Networks (DNNs)
for accelerated inference on resource-constrained platforms. Mod-
ern DNN compression techniques comprise various hyperparame-
ters that require per-layer customization. Our objective is to locate
an optimal hyperparameter configuration that leads to lowest model
complexity while adhering to a desired inference accuracy. We
design a score function that evaluates the aforementioned opti-
mality. The optimization problem is then formulated as searching
for the maximizers of this score function. To this end, we de-
vise a non-uniform adaptive sampler that aims at reconstructing
the band-limited score function. We reduce the total number of
required objective function evaluations by realizing a targeted
sampler. We propose three adaptive sampling methodologies, i.e.,
AdaNS-Zoom, AdaNS-Genetic, and AdaNS-Gaussian, where new
batches of samples are chosen based on the history of previous eval-
uations. Our algorithms start sampling from a uniform distribution
over the entire search-space and iteratively adapt the sampling
distribution to achieve highest density around the function maxima.
This, in turn, allows for a low-error reconstruction of the objective
function around its maximizers. Our extensive evaluations corrobo-
rate AdaNS effectiveness by outperforming existing rule-based and
Reinforcement Learning methods in terms of DNN compression
rate and/or inference accuracy.

Index Terms—Compact deep neural networks, adaptive
sampling, automated neural network compression, hardware-
aware DNN design, multi-objective optimization.

I. INTRODUCTION

W ITH the growing range of applications for Deep Neural
Networks (DNNs), the demand for higher accuracy has

led to a continuous increase in the complexity of state-of-the-
art models. Such high execution cost hinders the deployment
of DNNs in real-time applications on commodity hardware.
Fortunately, modern neural networks have been shown to incur
high redundancies that can be eliminated without compromising
inference accuracy. Effective identification and removal of such
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redundancies has fueled a myriad of research in two inter-
linked domains: (i) Developing model compression techniques,
e.g., pruning [1]–[9] and coding [10]. (ii) Devising automated
policies that learn how to configure compression techniques to
simultaneously achieve accuracy and compactness [10]–[15]. In
this paper, we focus on the latter.

The effectiveness of contemporary compression techniques
relies on careful tuning of several hyperparameters across DNN
layers, e.g., pruning rates. These hyperparameters directly con-
trol the trade-off between accuracy and execution cost on a
constrained device. The question to be answered is how to find
an optimal hyperparameter configuration that results in a high
compression rate while minimally affecting inference accuracy.
Existing research in automated compression suggests the use of
heuristic methods [2]–[4] or Reinforcement Learning (RL) [12],
[13], [16]. To tackle the high-dimensionality of the search space,
heuristics and RL-based algorithms specify the hyperparameters
one layer at a time. One downside of such approach is the
need for many learning episodes to enable identification of the
inherent inter-layer correlations. This, in turn, results in a rather
slow convergence to the optimal hyperparameter solution.

We propose an alternative approach that simultaneously tunes
the compression hyperparameters for all DNN layers by en-
capsulating them as one fixed-length vector �x ∈ Rd. Each hy-
perparameter vector translates to a unique compressed DNN
by leveraging the transformations suggested in existing DNN
compression techniques. In this setting, the search for optimal
compression hyperparameters directly translates to optimizing
an objective function f(�x) : Rd → R over �x where f(·) is an
arbitrary measure of quality. We suggest a unified formulation
for f(·), called the score, which assesses the quality of �x by
combining inference accuracy and a desired execution cost.

One major challenge in maximizing f(·) is that the under-
lying algebraic model that relates compression hyperparame-
ters to inference accuracy (and possibly the execution cost)
is not known. In other words, one can evaluate the pertinent
objective function f(�x) for any arbitrary input �x but does
not have access to other information such as the gradient ∂f

∂x .
Therefore, numerical optimization methods such as stochastic
gradient descent are not directly applicable. Furthermore, since
the vectorized search-space grows exponentially with number
of DNN layers, brute-force search is not feasible, and more
intelligent approaches are required to find the optimal solution.

We resort to empirical evaluations of f(·) and propose AdaNS,
a non-uniform adaptive sampling methodology that aims at
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reconstructing the opaque objective function f(.) around its
maxima. Different from classic sampling (which accurately re-
constructs the function over the entire input space), our sampler’s
reconstruction objective focuses more on regions of interest, i.e.,
the maximizers of f(.). To the best of our knowledge, this is the
first time that designing compact DNNs, a topic often viewed in
computer engineering, has been framed in the context of adaptive
sampling, an active area of research in signal processing.

To reduce the total number of required function evaluations
while enabling a low-error reconstruction around the maxima,
we choose our samples following two incentives: (i) we should
sample from likely maximas to reach the optimization goal, and
(ii) samples should be drawn from unexplored regions where
we have a high reconstruction error (uncertainty). We satisfy
the above two properties by realizing targeted sampling. Our
proposed algorithm is an iterative process, where a batch of
samples (hyperparameter vectors) are obtained and evaluated
at each phase. The sampling distribution over the input space
for each phase is then refined adaptively based on prior ob-
servations before sampling the next batch of hyperparameter
vectors. AdaNS exploits parallelism to reduce optimization time
by concurrent sample evaluations. We devise three adaptive
sampling subroutines, namely, AdaNS-Zoom, AdaNS-Genetic,
and AdaNS-Gaussian, each of which incorporates a different
(posterior) sampling distribution.

We study the impact of the sampling strategy on the con-
vergence rate and the maximal returned value. Our empirical
evaluations show that AdaNS-Gaussian achieves higher values
of f(·) with a lower number of function evaluations. To demon-
strate AdaNS generalizability, we apply it to optimization tasks
of various complexity. Our experiments show that AdaNS can
learn near-optimal hyperparameters in very high-dimensional
search-spaces; to the best of knowledge, AdaNS is the only black-
box optimization method shown to tackle search-space sizes as
high as 10132. We show the superiority of AdaNS over prior
work in RL [12], Bayesian optimization [17], expert-designed
architectures [18]–[20], and heuristic methods [1]–[4], [6]–[9],
[21]–[24]. We unveil the full potential of AdaNS by learning
to effectively combine multiple methods: for VGG-16 on Ima-
geNet, AdaNS pushes the state-of-the-art FLOPs reduction from
5× to 7.1× with higher accuracy. For compact MobileNets,
AdaNS obtains on average 1.2% higher top-1 accuracy than
the MobileNet Pareto curve. We further show that AdaNS is
highly scalable and enjoys a linear search speedup with number
of distributed computing resources.

Main Contributions:
� We devise three adaptive sampling strategies, i.e., AdaNS-

Zoom, AdaNS-Genetic, and AdaNS-Gaussian, that search
for the optimal hyperparameters �x ∈ Rd for DNN com-
pression. Each strategy iteratively refines the sampling
posterior distribution towards generating better samples.

� We suggest a unified formulation for the optimiza-
tion objective f(�x) : Rd → R, i.e., the score. Our
customized f(·) simultaneously incorporates accuracy
and execution cost to quantitatively asses compressed
DNNs.

� We propose a context-aware boundary characterization
scheme that prevents sampling from regions that are un-
likely to contain the optimal solution.

� We connect AdaNS to function reconstruction and sam-
pling theory. Specifically, we devise a non-uniform recon-
struction scheme and empirically show that AdaNS reduces
the reconstruction error around the maxima.

II. BACKGROUND AND RELATED WORK

Automated Policy Making: Designing automated methodolo-
gies for achieving compact and accurate neural networks has
been the focus of recent work [10]–[12], [25], [26]. In order
to achieve high-accuracy and low-complexity neural networks,
genetic algorithms have been applied to Neural Architecture
Search (NAS) [24] and DNN compression [27]. Reinforcement
Learning (RL) [11], [12] is another promising tool for DNN
compression. Although effective in finding near-optimal solu-
tions, RL relies on gradient-based training, which can lead to a
high computational burden and a slow convergence. Also, RL is
not scalable in large continuous action-spaces [23], [28].

In this paper, we develop a multi-objective optimization
method based on an adaptive sampling strategy. AdaNS is
dimensionality-agnostic and can scale well to large search-
spaces. This, in turn, allows for simultaneous optimization of all
layers’ hyperparameters. Our solution offers several benefits:
(1) it is inexpensive to implement since it does not involve
gradient-based algorithms. (2) Unlike RL algorithms that are in-
herently sequential, AdaNS is highly parallelizable and can offer
scalability in distributed settings. (3) AdaNS can support both
continuous and sparse-valued objective functions. (4) AdaNS is
the only known method to-date that optimizes heterogeneous
parameters in search spaces as large as 10132. Prior work either
constrain the search-space size, e.g., [12], [17] or are designed
specifically for one compression task, e.g., [20].

Sampling: Our approach to DNN compression is loosely
related to three classical problems in the literature: Bayesian
empirical optimization [17], [29], [30], spectral methods [31],
and adaptive sampling theory [32]. Bayesian empirical optimiza-
tion provides a method for hyperparameter tuning by assuming
a prior distribution for the score function and then updating
this prior based on new observations. However, this approach
depends on the availability of reliable Bayesian priors which,
in some regimes, might not be realistic. AdaNS does not make
any probabilistic assumptions about the objective function and
is compatible with arbitrary f(·). Furthermore, Bandit methods
such as Bayesian optimization are inherently sequential and
difficult to parallelize while our batch implementation allows
parallelism in distributed settings.

Spectral methods, when applied to empirical optimization,
leverage the structure of the score function together with known
results from Fourier analysis and compressed sensing. The main
drawback of spectral approaches is their reliance on prior knowl-
edge about the sparse structure of the score function, which
cannot be immediately assumed in the context of DNN com-
pression. Adaptive sampling methods are generally well-suited
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to scenarios where the structure of the score function is unknown
but has local features. In such scenarios, sample spacing can be
controlled using the observed values of the variable of interest.
Although adaptive sampling is amenable to many fields of
research, little is concretely known about its optimal strategies.

III. PROBLEM FORMULATION

DNN compression, in high-level, is a transformationT (M,�x)
that converts a pretrained model M to a compressed model
M̂�x with lower computational complexity. In this process, the
adjustable hyperparameter vector �x ∈ Rd controls the complex-
ity and accuracy of the output model. A desirable compressed
network satisfies 2 properties: (i) the generalization capability of
M̂�x should resemble the original network and (ii) the execution
cost of M̂�x on the target hardware platform should be low.

We assume we have access to a scoring oracle, f(·), that
assesses �x based on its corresponding compressed model’s
accuracy A(M̂�x) and complexity C(M̂�x). Our objective is to
empirically optimize this customized score:

max
�x∈Rd

f(A(M̂�x), C(M̂�x)), (1)

For simplicity, we show f(A(M̂�x), C(M̂�x)) as f(�x) in the
rest of the paper. Since full knowledge about f(·) and/or its first
derivatives cannot be assumed, often empirical evaluations and
optimization is the only viable strategy. Brute-force empirical
evaluation of f(·) over �x ∈ Rd, in general, is infeasible as the
search-space grows exponentially with d. Instead, we propose
an empirical zeroth order optimization based on adaptive non-
uniform sampling, dubbed AdaNS.

In the context of DNN compression, f(�x) can be viewed as
a band-limited signal, i.e., the corresponding Fourier transform
F (ω) is contained in a frequency interval [−B,B]. As such, one
can approximately solve the maximization problem in Eq. (1) by
sampling. AdaNS iteratively samples the hyperparameter vector
space to find an optimized compression configuration �x∗. We
consider an adaptive sampler generating S = S1 ∪ S2 ∪ · · · ∪
ST where each St represents a fixed-sized set of b samples to be
evaluated in iteration t. Let �x∗S be the current maximizer of f(·)
on the entire set of observed (evaluated) samples S. Our objective
is to select S1,S2, . . . ,ST such that f(�x∗S) is not too far from
the actual function maximum f ∗. To this end, AdaNS adopts a
guided search such that samples generated at each iteration are
more competent than the previously observed samples, i.e., they
result in better DNNs with higher f(�x).

IV. AdaNS OVERVIEW

We provide a generic solution to effectively compress a
pre-trained DNN while maximally preserving model accuracy.
AdaNS automation policy acts on a pool of hyperparameters
and explores the corresponding search-space using adaptive
non-uniform sampling. An overview of AdaNS optimization is
shown in Fig. 1 and summarized below:

I. First, a pre-processing step characterizes the search-
space boundaries within which the optimal solution
can reside. These boundaries are specified based on

Fig. 1. Overview of AdaNS adaptive sampling methodology for hyperparam-
eter customization.

Fig. 2. Vectorized representation of an example 4-layer DNN for Pruning and
Decomposition. Here, CONV and FC denote convolutional and fully-connected
layers, respectively.

task-enforced constraints on inference accuracy. Us-
ing the boundaries, initial hyperparameter vectors S1 =
{�x1, . . . , �xb} are sampled (Section IV-C).

II. Each iteration, newly generated samples�x ∈ St are trans-
lated to their compressed DNNs M̂�x (Section IV-A). The
scores f(�x) are then evaluated in parallel (Section IV-B).

III. Based on the knowledge acquired by new evaluations
and previously observed samples, AdaNS adaptive sam-
pling subroutine identifies a batch of more compe-
tent hyperparameter vectors St+1. We propose three
different subroutines that select the new set of sam-
ples, namely, AdaNS-Zoom, AdaNS-Genetic, and AdaNS-
Gaussian (Section V).

A. Search-Space Definition

An initial step for the application of AdaNS is defining the
pertinent search-space for black-box optimization. To this end,
we propose a vectorized representation of the hyperparameters
for various compression methods. The problem of compression
optimization can then be solved by performing a search over
this vector-space. We focus on four compression tasks, namely,
structured [4] and non-structured [33] Pruning, Singular Value
Decomposition (SVD) [34], and Tucker-2 approximation [35].

Fig. 2 shows a high-level view of our vectorized compression
hyperparameters for a 4-layer neural network. For pruning, we
allocate one continuous value p ∈ [0, 1], per layer, inside �x to
represent the ratio of non-zero values. We apply SVD on weight
parameters of fully-connected layers and point-wise convolu-
tions. To represent the integer-valued rank ∈ {1, . . . , R} for
SVD, we allocate one continuous value rank ∈ [ 1R , 1] per de-
composed layer to form �x. Tucker-2 is applied on 4-way weight
tensors W ∈ Rk×k×c×f in convolution layers where the com-
pression parameter is a tuple of integer-valued approximation
ranks. To form �x, we allocate two normalized and real-valued
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Fig. 3. AdaNS accuracy penalty function with Athr = 80% and baseline
accuracy A(M) = 93.5%.

hyperparameters rank1 ∈ [ 1c , 1] and rank2 ∈ [ 1f , 1] per convo-
lution. We have provided further details on each compression
method’s hyperparameters and their (unique) interpretation as
compressed models, i.e., T (M,�x), in Appendix A.

B. Scoring Mechanism

We formalize a multi-objective score f(�x) which simultane-
ously reflects the compressed DNN’s accuracy and computa-
tional complexity. This score can thus be leveraged to assess the
compression quality of each hyperparameter vector �x. To define
f(·), let us first represent DNN compression as a constrained
optimization as follows:

max
�x∈Rd

ΔC(M,�x) s.t. A(M̂�x) > Athr (2)

where ΔC(M,�x) represents the normalized difference in hard-
ware cost, e.g., FLOPs, between the uncompressed network, M ,
and the compressed model, M̂�x. Here, Athr is a task-enforced
threshold on the post-compression accuracy. Having an accuracy
constraint is crucial since the optimization algorithm will con-
verge to a model size of zero otherwise. To solve the constrained
optimization problem in Eq. (2), we formulate it as a primal
unconstrained optimization using penalty methods [36]:

max
�x∈Rd

ΔC(M,�x)− log(PENA(�x))) (3)

where the term log(PENA(�x)) is the exterior penalty func-
tion [37] that enforces a constraint on the compressed model’s
accuracy, i.e., A(M̂�x) > Athr. The function PENA(�x) mea-
sures the accuracy degradation as follows:

PENA(�x) =

{
ΔA(M,�x) A(M̂�x) ≥ Athr

ΔA(M,�x) + e[Athr−A(M̂�x)] A(M̂�x) < Athr

(4)

Fig. 3 visualizes the accuracy penalty. To prevent undesirable
drop of accuracy, we greatly diminish the score of individuals
that cause lower accuracies than the set constraint, Athr. The
log penalty term is estimated as follows:

log(PENA(x)) =

{
log(ΔA(M,�x)) A(M̂�x) ≥ Athr

Athr −A(M̂�x) A(M̂�x) < Athr

(5)
For accuracy values satisfying the threshold, this term en-

forces the accuracy maximization objective. Applying the log-
arithm smoothens the accuracy variations by damping sudden
changes. For accuracy values below Athr, a linear penalty is

Fig. 4. Search-space for pruning a 2-layer DNN.

applied to stop further accuracy loss. To avoid numerical insta-
bility, we define the exponential of the primal optimization in
Eq. (3) as our score function:

f(�x) =
eΔC(M,�x)

PENA(�x)
(6)

Maximizing the score function of Eq. (6) is equivalent to
maximizing its logarithm value in Eq. (3). To ensure efficiency,
inference accuracies are measured on a small held-out portion of
the training samples, dubbed validation set. AdaNS scoring func-
tion successfully models the ultimate goal of high compression
with minimal accuracy degradation; it is applicable to various
compression tasks and can reflect different hardware costs, e.g.,
power, memory, and runtime.

C. Boundary Characterization for Directed Search

A naïve initialization of samples in the first iteration can
result in slow and sub-optimal convergence. We utilize boundary
characterization as a pre-processing step to enable a targeted
initialization. This approach eliminates unnecessary exploration
of outlier subspaces, i.e., regions that are unlikely to contain
the optimization solution. Inference accuracy for a compressed
DNN M̂�x is coordinate-wise monotonic with respect to per-layer
compression rates: as the compression rates increase, the accu-
racy drops. As such, we can characterize the boundaries of �x[i]
on a per-layer basis, based on the accuracy threshold without
performing any fine-tuning. Fig. 4 visualizes the search-space
and the outlier regions for pruning a two-layer model.

The optimal solution to the search problem is a configuration
with the highest score. The outlier regions in Fig. 4 are therefore
the flat sectors of the space. We find a threshold vector �θ where
each element constrains a single hyperparameter correspond-
ing to the compressed DNN. In Fig. 4, �θ has two elements,
each presented by a dashed line. Below we describe how the
boundaries �θ[i] are obtained given an accuracy threshold Athr

for each compression task.
Pruning: The threshold vector elements �θ[i] ∈ [0, 1) specify

the maximum pruning rate for layer i such that the compressed
DNN’s accuracy does not violate Athr:

�θ[i] = max{p} s.t. �x[j] =

{
p j = i

0 j �= i
A(M̂�x) > Athr

Fig. 5 demonstrates an example of boundary characterization
for pruning a VGG network on CIFAR-10. Each curve is ob-
tained by varying the pruning rate for one layer while no other
layer is pruned. The collision between the dashed horizontal
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Fig. 5. Boundary characterization for pruning a VGG network trained on
CIFAR-10 with Athr = 80%.

line, i.e., the accuracy threshold, and the ith curve provides the
threshold boundary θi.

Decomposition: For SVD and Tucker-2 decomposition, the
threshold vector �θ represents per-layer minimum ranks �θ[i] ∈
(0, 1] satisfying Athr where a normalized rank of 1 corresponds
to a non-decomposed layer:

�θ[i] = min{rank} s.t. xj =

{
rank j = i

1 j �= i
A(M̂�x) > Athr

Note that real-world models have many more layers and the
pertinent search-space is of much higher dimensionality than in
Fig. 4. For a d-dimensional space, the proposed boundary char-
acterization scheme reduces the effective (continuous) search
volume from 1 to

∏d
i=1

�θ[i] for pruning and
∏d

i=1(1− �θ[i])
for decomposition, therefore, significantly improving search
convergence and solution quality.

By filtering out the non-optimal regions, AdaNS sampling
can find the near-optimal solution within the found margins.
After boundary characterization, we randomly draw the initial
samples from the space enclosed by the threshold vector �θ. For
pruning, the ith element �x[i] in each sample vector is drawn
fromN (�θ[i]/2, �θ[i]/2). For decomposition, the ith element �x[i]
is randomly selected from U [�θ[i], 1].

D. Optimization through Adaptive Sampling

In this section, we enclose the mathematical formulation of
AdaNS adaptive sampling and its connection to optimization. Let
us consider a pool of samples S = {�xi}Ni=1 which are generated
iteratively and then evaluated via the scoring oracle. Also, let
�x∗S be the current maximizer for f(·), found across the observed
samples. To maximize the probability of finding a near-optimal
solution, we seek the following property on S:

max
S
P(f(�x∗S) > αmaxf

∗), 0 < αmax < 1 (7)

where P(·) denotes probability and αmax is a constant value
called the proximity parameter. As αmax → 1, the sampled
maxima gets closer to the real function maximizer, i.e., f(�x∗S)→
f ∗. To achieve the objective of Eq. (7), we devise an adaptive
sampler for generating S based on two core ideas:
� We choose our samples (S) sequentially: S1,S2, . . . ,ST

1

such that f(S[1:t]) is utilized2 in choosing St+1.

1St is the set of samples from the tth iteration of AdaNS.
2We use the notation f(S) as follows: f(S) = {f(�x)|�x ∈ S}

Algorithm 1: Overview of AdaNS Sampling.

Inputs: Previous samples S[1:t], fitness oracle f(·), batch
size b, target proximity parameter αmax

Outputs: S[1:t+1], f(S[1:t+1])

1: f̃ ∗ = max f(S[1:t])
2: αt = maxα∈[0,αmax](α)s.t. |{�x ∈ S[1:t]|f(�x) >

αf̃ ∗}| ≥ b
3: Sg = {�x ∈ S|f(�x) > αtf̃

∗}
4: procedure SAMPLING SUBROUTINE

5: Update sampling distribution Gt+1(·) based on Sg

6: Sample St+1 = {�xi}bi=1 ∼ Gt+1(·)
7: return St+1

8: end procedure
9: S[1:t+1] = S[t+1] ∪ S[1:t]

10: f(S[1:t+1]) = f(St+1) ∪ f(S[1:t])

� We allow S1, . . . ,ST to be random sets. That is, instead
of choosing St+1 deterministically, we devise a sampling
distribution Gt+1(·) such that St+1 ∼ Gt+1(·). More pre-
cisely, St+1 is a random draw from the conditional distri-
bution Gt+1|t(·|S[1:t]).

Algorithm 1 presents a high-level overview of one iteration in
AdaNS sampling methodology. At each iteration t, the current
estimate of the function maxima f̃ ∗ is obtained based on the pre-
vious observations (Line 1). AdaNS uses a proximity parameter
αt ∈ [0, 1] to extract the set of good samples Sg from the history
of previous observations S[1:t] where Sg is the set of samples

�x ∈ S[1:t] with f(�x) > αtf̃
∗ (Lines 2 & 3). A large value for

the proximity parameter (≈ 1) is ideal since it allows for better
identification of the function maximum. However, setting the
proximity parameter to a high initial value causes the underlying
sampling to become biased towards the initial good samples
when the local maxima are not yet found. To mitigate this issue,
we adaptively tune αt throughout iterations, such that Sg has
a diverse set of members, therefore balancing exploration and
exploitation in the sampling distributions. At each iteration, αt

is set to the maximum value within [0, αmax] that allows Sg to
have at least b members (Line 2). In practice, αt becomes close
to zero in the initial search iterations and gradually increases
towards αmax ≈ 0.95 as the AdaNS search algorithm proceeds.

Once the set of good samples Sg is extracted, a sampling
subroutine is applied to generate a new set of samples, St+1.
The sampling subroutine utilizes Sg to update the sampling
distribution Gt+1 from which the next batch of samples St+1 are
drawn (Lines 5 & 6). The details of AdaNS sampling subroutines
are enclosed in Section V. The newly generated samples are
then evaluated and appended to the sample history. This process
is repeated until convergence, or up to a maximum number of
iterations (T ).

V. AdaNS ADAPTIVE SAMPLING ROUTINES

Recall that AdaNS iteratively establishes a set of evaluated
samples, S[1:T ] = S1 ∪ · · · ∪ ST , such that the samples gener-
ated at each iteration are more competent than the previously
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observed samples. In other words:

max f(S[1:t+1]) ≥ max f(S[1:t]) (8)

This, in turn, ensures that the evaluated samples gradually
move closer to the objective function maximizer. The choice
of new samples at each iteration in AdaNS is based on the
adaptive sampling distribution Gt+1(·) utilized in the sampling
subroutine (see Algorithm 1). The choice of Gt+1(·) directly
affects optimization performance, i.e., the maximal returned
value for the objective function as well as the convergence time.
To investigate such effects, we design three different sampling
subroutines for AdaNS, namely, AdaNS-Zoom, AdaNS-Genetic,
and AdaNS-Gaussian. While each subroutine incorporates a
different prior for Gt+1(·), all of the sampling distributions are
developed based on the following key insights:

1) In the absence of prior knowledge, uniform sampling
provides the most effective exploration of the functional
landscape of the optimization objective f(·).

2) Assuming mild regularity conditions on f(·), it is intuitive
that increasing sampling rate locally around “good sam-
ples” observed so far is more likely to result in additional
(future) high-score observations.

3) Assuming mild regularity conditions on f(·), it is intuitive
that the line connecting two good samples is likely to be
aligned with the optimal (but unknown) gradient ascend.

In the following, we explain how the above insights are
leveraged to design the sampling policy for AdaNS subroutines.

A. AdaNS-Zoom Sampling Subroutine

Our first sampling subroutine, i.e., AdaNS-Zoom, establishes
Gt+1(·) using a set of uniform probability distributions as the
prior. Uniform sampling requires a large number of samples
that maximally cover the optimization space, in order to locate
the objective function maximizers. This solution, however, is
infeasible for the problem at hand as the number of required sam-
ples and evaluations increases exponentially with the number of
DNN layers. To alleviate this high sample count, we propose an
adaptive methodology that intelligently distributes random sam-
ples across the search-space. AdaNS-Zoom iteratively (1) divides
the space into multiple sub-regions and (2) adaptively tunes the
per-region sample density.

Division: This step determines the boundaries that divide up
the search-space into the aforementioned sub-regions. Our di-
vision algorithm gradually generates a hierarchy of sub-regions
based on the information acquired from previously observed
samples. We start with the whole search-space considered as
one sub-region as shown in Fig. 6(a). Our goal is to use samples
to accurately characterize sub-regions that are more likely to
contain near-optimal solutions. To increase sampling resolution
in such good areas, AdaNS gradually zooms into high-quality
sub-regions by dividing them in half as shown in Fig. 6(b)
and 6(d). We quantify the quality of the ith sub-region by its
share of good samples wi:

wi =
|Sg|i
|S[1:t]|i

(9)

Fig. 6. AdaNS-Zoom algorithm. Here, the good and bad samples are shown
with blue circles and red crosses, respectively.

Fig. 7. Overview of AdaNS-Genetic sampling subroutine.

where | · |i counts the total number of samples contained in sub-
region i throughout all iterations. We then choose the sub-region
with maximum wi in each iteration to be divided in half along
its longest dimension.

Sampling: In the first iteration of the algorithm, we uniformly
sample the entire search-space since no prior knowledge is avail-
able. Throughout next iterations, after each division takes place,
new wis are computed to reflect the portion of good samples
lying in the new sub-regions. To generate a new sample, we
randomly select a sub-region with wi representing the (relative)
chance of the ith region being selected. We then draw a sample
from a uniform distribution over the selected sub-region. By
repeating this process b times, we obtain the next batch of
samples St+1 = {�xi}bi=1 in Algorithm 1, Line 6.

B. AdaNS-Genetic Sampling Subroutine

To generate higher quality samples based on previous ob-
servations, our second subroutine utilizes a genetic algorithm.
Genetic algorithms are metaheuristic approaches inspired by
natural evolution and the notion of “survival of the fittest.” These
methods can be leveraged as powerful tools to explore large
search-spaces while enjoying high scalability and significantly
low training overhead [23], [38], [39].

Our prior work on utilizing genetic algorithms for DNN
compression has shown impressive results [40]. In this paper,
we aim to utilize similar genetic operations and investigate
AdaNS-Genetic from a sampling point of view. At iteration t,
the genetic algorithm evolves the previously evaluated good
samples Sg into a new, more competent batch of samples. This
is achieved by performing a set of bio-inspired operations, i.e.,
selection, crossover, and mutation, shown in Fig. 7. Below we
delineate the details of each aforementioned operation.
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Fig. 8. 2D illustration of AdaNS-Gaussian sampling strategies.

Selection: The selection step chooses high-quality samples
S̃t = {x̃1 . . . , x̃b} from Sg that will be utilized in generating
the next batch of samples. This is done by performing a non-
uniform sampling (without replacement) from Sg , where the
probability of selecting each sample �xg

i is proportional to its
score fi = f(�xg

i ). We normalize the scores as follows:

fi ←
fi − fmin∑K

i=1(fi − fmin)
, (10)

Here, fmin is the minimum score within f(Sg). Subtraction
of the minimum score ensures that the probability of selecting
the lowest-quality sample is zero and it is always eliminated.
Such score-based selection is inherently random and allows for
exploration. As the same time, due to the score-proportionate
selection, high-quality samples are more likely to appear in the
selection. This approach enables AdaNS-Genetic sampling to
achieve a balance between exploration/exploitation.

Crossover: Given the selected set S̃t = {x̃1 . . . x̃b}, crossover
generates two offspring by randomly swapping the vector ele-

ments in pairs of adjacent samples {x̃2k−1, x̃2k}
b
2

k=1. We use two
parameters to control the degree of crossover operation: pcross
determines the probability of applying crossover between two
samples, and pswap is the per-element swapping probability.
The intuition behind crossover is to allow high-quality hyperpa-
rameter configurations to exchange learned patterns and enable
knowledge transfer across samples.

Mutation: Mutation randomly tweaks the elements in each
sample vector in the crossover-ed set Ŝt. Similar to crossover,
we define two control parameters: pmutate is the probability that
the sample gets mutated and ptweak determines the per-element
tweaking probability. Mutation allows for the exploration of
neighborhoods around the selected points. By choosing a small
pmutate and ptweak, we ensure that the desirable qualities of
strong samples are preserved. Each element of a sample �xi ∈ Rd

is mutated by adding a random value drawn from a zero-mean
Normal distributionN (0, 0.2). We then clip the values to ensure
they remain in the valid range, i.e., [0,1].

C. AdaNS-Gaussian Sampling Subroutine

Our last sampling subroutine utilizes a combination of Gaus-
sian and uniform distributions to model the adaptive sampling
distributionG(·) based on the previously observed good samples
Sg . Specifically, we draw the new set of samples from a com-
bination of three sampling distributions that collectively form
G(·) as illustrated in Fig. 8; here, previously observed good
samples are shown in dark blue, red crosses denote observed

low-score (bad) samples, and the sampling density is marked
with light blue. We design each of AdaNS-Gaussian sampling
distributions to address one of the insights mentioned at the
begining of Section V:

1) We draw a portion of new samples uniformly from X ⊂
[0, 1]d (Fig. 8(a)), dubbed Uniform samples. This policy
explores the whole space without prior knowledge.

2) We draw another portion of samples, dubbed Local, from
the vicinity of good samples Sg (Fig. 8(b)). The underlying
PDF is a mixture of Gaussians, with centers located at Sg .

3) We draw the last portion of samples, dubbed Cross, from
a mixture of Gaussians centered in the mid-points of good
samples Sg (Fig. 8(c)). This policy has a high sampling
density along the line connecting two good samples.

The intuitions behind AdaNS-Gaussian sampling strategy
rest upon a line of work in sampling theory [41]–[43] that
prove Gaussian Kernels with adaptive variances can recon-
struct smooth non-linear functions. Inspired by that, we vary
the Gaussian variance spatially according to local information
about the approximand [41]; the parameters of the Gaussian
Mixture Models (GMMs) are chosen to maximize the likelihood
of previously successful samples. Below we elaborate on the
above sampling policies.

Uniform Samples: To allow AdaNS-Gaussian to explore un-
seen regions, we select a portion of samples uniformly at random
from the entire search-space. This prevents the search from
becoming too localized upon observing several good samples
in a small region.

Local Samples: To effectively explore the vicinity of good
samples, we use a GMM for sampling [44]. Formally, the
sampling PDF is:

P(�x) =
K∑
i=1

wi N (�xg
i ,Σ), �xg

i ∈ Sg (11)

whereN (�x,Σ) is a multi-variate Gaussian distribution [45] with
mean vector�x ∈ Rd and diagonal covariance matrix represented
with Σ ∈ Rd ×Rd. Here, wi is a weight parameter that adjusts
the probability of choosing the ith multi-variate Gaussian. We set
the weights proportional to the value of the objective function,
i.e., wi ∝ f(�xi

g). The standard deviation Σ is determined such
that the GaussiansN (·, ·) cover the so-far observed span of Sg:{

σ2
jj = (max

�x∈Sg

�x[j]−min
�x∈Sg

�x[j])2 ∀j ∈ {1 . . . d}

σ2
ij = 0 ∀j �= i

(12)

The above choices for the weights and the covariance matrix
allow for an adaptive sampling scheme. First, by incorporat-
ing the scores into the weights (wi ∝ f(�xi

g)), regions around
high-score samples are given a higher priority to be explored.
Second, the standard deviation in Eq. (12) adaptively configures
the sampling range in all dimensions: if members of Sg agree
on dimension j, the corresponding σ2

jj will be small and the
generated samples will be very similar in the jth dimension;
conversely, if members of Sg disagree on dimension j, the
corresponding σ2

jj will be large and the generated samples will
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be scattered in the jth dimension. This enables AdaNS-Gaussian
to automatically tune exploration and exploitation.

Cross Samples: The line connecting two good samples may
represent the direction of gradient ascent for the objective func-
tion f(·). To explore such regions, we draw a portion of samples
from the mid points of current good samples Sg . To generate
one sample, we pick a pair of good samples {�x1, �x2} ∈ Sg , and
draw a sample from the multivariate Gaussian N (�μ1,2,Σ1,2).
The mean value is �μ1,2 = �x1+�x2

2 and the diagonal covariance
matrix is set as:{

σ2
jj = (�x1[j]− �x2[j])

2/4 ∀j ∈ {1 . . . d}
σ2
ij = 0 ∀j �= i

(13)

This approach searches for samples in the confined space
between pairs of good samples. Multiple Cross samples are
generated by repeating the above process. We explore several
strategies for selecting {�x1, �x2}:

❶ Select both �x1 and �x2 randomly from Sg .
❷ Sort all possible pairs {�x1, �x2} ∈ Sg based on their sum of

scores f(�x1) + f(�x2) and select pairs from the sorted list.
❸ Sort individual members �x ∈ Sg based on their scores

f(�x), sequentially select �x1 from the sorted list and �x2

as the sample with maximum Euclidean distance to �x1.
❹ Choose �x1 as in case ❸ but select �x2 randomly.
Our experiments show that the fourth strategy renders the

best performance on average. Therefore throughout the rest of
the paper, we use the latter method for pair selection.

VI. RECONSTRUCTION

In this section, we provide an empirical analysis to verify
the effectiveness of the designed sampling distributions G(·) in
finding near-optimal solutions. Towards this goal, we devise a
methodology that reconstructs the opaque objective function,
based on previously evaluated samples. Specifically, at each
iteration t, we create an estimate f̃(·) for the hidden function
f(·) using f(S[1:t]). Upon obtaining the new batch of (unseen)
samples St+1 and new measurements f(St+1), we compute the
(normalized) estimation errors as:

e(�x) =
f(�x)− f̃(�x)

f(�x)
, �x ∈ St+1 (14)

We then compute the mean mean absolute error eavg over all
samples. eavg measures how much the obtained value of the
objective function for new samples deviates from our estimation
based on reconstruction. A high error implies that the sampling
subroutine is exploring the space rather than using knowledge
from S[1:t] to find better samples. Conversely, a small eavg shows
that the adaptive sampler is exploiting previous good samples
to generate St+1. Fig. 9 presents the task of pruning a VGG
network trained on CIFAR-10 with AdaNS-Gaussian. Below,
we summarize our observations:

1) The growth in the average score among good samples
f(Sg) shows that AdaNS adaptive sampler iteratively sam-
ple values closer to the function maximizer.

Fig. 9. Per-iteration analysis of AdaNS sampling.

2) The growth in the proximity parameter αt together with
property 1 suggests that the probability of finding the near-
optimal solution is increasing as desired in Eq. (7).

3) The drop in average reconstruction error eavg together
with property 1 demonstrates the ability of AdaNS in
reconstructing the objective function around its potential
maximizers. Specifically, the history of prior samples
across AdaNS iterations are sufficient to estimate the value
of the objective function at the future (unseen) samples that
are closer to the function maximizers.

Establishing f̃ : We consider a GMM prior for f̃(·):

f̃(�x) =
∑

�xi∈S[1:t]

wi Gauss(�x, �xi,Σi) (15)

where Gauss(�x, �y,Σ) denotes the value of a multi-dimensional
Gaussian kernel with mean �y and covariance matrixΣmeasured
at point �x. Here,wi are scalar weights, �xi ∈ S[1:t] are the centers
of the GMM model located at all previously evaluated samples,
and Σi ∈ Rd×d are diagonal covariance matrices. For the ith

component of the GMM centered at �xi, we find the closest
sample �xj with minimum Euclidean distance to �xi. We then
use the element-wise absolute difference, Δ�xi = |�xi − �xj | to
compute the covariance matrix Σi:{

σ2
mm = β(Δ�xi[m])2 ∀m ∈ {1 . . . d}

σ2
mn = 0 ∀m �= n

(16)

The scalar β = d
8log(2) normalizes the diagonal elements such

that the multivariate Gaussian component is diminished by a fac-
tor of 2 in the mid-point of �xi, �xj . Given the Gaussian means �xi

and covariance matricesΣi, the weightswi can be determined by
minimizing the error between real function evaluations f(S[1:t])

and the estimates f̃(S[1:t]):

w1 . . . wK = argmin
w1...wK

∑
x∈S[1:t−1]

|f(�x)− f̃(�x)|2 (17)

which is solved by Least-Square Optimization [46].

VII. EXPERIMENTS

We provide extensive evaluations on CIFAR-10 and ImageNet
benchmarks and compare with prior works in RL, Bayesian
Optimization, and several heuristics. The evaluated network
architectures include AlexNet, VGG, ResNet family, and Mo-
bileNets, implemented in PyTorch. We randomly select 1,000
images from the training data to use as validation set for score
computation. We optimize hyperparameters for non-structured
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Fig. 10. Comparison between AdaNS sampling subroutines for pruning a 2-
layer DNN. The total number of samples is the same in each experiment. AdaNS-
Gaussian achieves better exploration/exploitation tradeoff as it identifies the
global maximum and concentrates the sampling around it.

(Pn) and structured (Ps) pruning, SVD and Tucker decompo-
sition (D), and combination of multiple methods (D + Ps).
In our experiments, sample portions in AdaNS-Gaussian are
assigned to be 45% Local, 45% Cross, and 10% Uniform.
For AdaNS-Genetic, the crossover and mutation parameters are
set to pmutate = 0.2, ptweak = 0.05, pcross = 0.8, pswap = 0.2
following [39], [40]. Additional implementation details and our
experimental setup for training and fine-tuning of benchmarked
DNNs are included in Appendix B.

A. Effect of Sampling Strategy on Convergence

In this section, we investigate the impact of the sampling
strategy on convergence and optimization end result. We first
visualize the samples from our three subroutines for an example
2-layer network. Next, we move to pruning a real-world DNN
benchmark and compare the convergence behavior of AdaNS-
Zoom, AdaNS-Genetic, and AdaNS-Gaussian.

2-layer Example Network: The hyperparameter space for
this example is �x ∈ [0, 1]2 where each element of �x repre-
sents the pruning rate for one layer. For this small example
network, we executed a brute-force grid search to extract the
heatmap of the pertinent objective function f(�x) as shown in
Fig. 10. Here, the blue and yellow colors denote minimum
and maximum score function values, respectively, and red dots
represent the samples. As seen, the AdaNS-Zoom subroutine
(left) becomes concentrated on two of the local maxima regions
(shown by black circles) but misses the global maximum located
at (0.4,0.3). AdaNS-Genetic (middle) achieves more diversity
than AdaNS-Zoom, and finds the neighborhood of the actual
maximum; however, it does not achieve concentrated sampling.
Finally, AdaNS-Gaussian (right) identifies the global maximum
and concentrates the sampling around it.

VGG Benchmark: We use AdaNS for the task of structured
pruning to compress a VGG network on CIFAR-10 dataset. We
also provide the performance of a naïve method that uniformly
samples the entire search-space. Fig. 11-(left) presents the evo-
lution of averageed good scores f(Sg) at each iteration, with Sg

denoting the set of good samples. As seen, the naïve sampling
fails to find the maxima in the high-dimensional optimization
space at hand. This means unless carefully designed, a given
naïve sampling strategy that arbitrarily changes the underlying
hyperparameters fails to sample from correct regions of the
space. However, our careful design of the sampling strategies can

Fig. 11. Convergence analysis of various sampling strategies across algorithm
iterations. (left): mean score achieved by good samples. (right): Proximity
parameter value.

TABLE I
ACCURACY AND FLOPS OF THE FINAL COMPRESSED MODEL USING VARIOUS

SAMPLING METHODOLOGIES. SAMPLE SIZE IS b = 50 AND WE LET EACH

SAMPLING ALGORITHM RUN FOR 100 ITERATIONS ON A VGG NETWORK

TRAINED ON CIFAR-10. Athr IS SET TO 70%

∗ The reported accuracy is before fine-tuning.

significantly change the performance by successfully arriving
at the optima. AdaNS-Gaussian shows the largest growth in
score suggesting that it is more successful in generating more
competent samples based on prior observations. This is due to
the Gaussian kernels in AdaNS-Gaussian which enable maximal
exploration of sub-regions that potentially contain near-optimal
solutions. AdaNS-Zoom and AdaNS-Genetic perform a more
localized search and thus demonstrate slower convergence.

Fig. 11-(right) shows how the proximity parameterαt evolves
over time. Initially, αt is tuned to a small value to allow ex-
ploration of the entire search-space. As the search proceeds,
the value of αt is increased to direct the sampling towards the
identified good samples. As seen,αt rises quickly toαmax ≈ 0.9
for AdaNS-Gaussian and AdaNS-Genetic while it has a slower
growth in AdaNS-Zoom. This suggests that AdaNS-Gaussian
and AdaNS-Genetic can quickly learn to generate samples that
are equally good or better than previously seen samples.

We further dissect the maximal score function in terms of
accuracy and FLOPs in Table I. The obtained accuracy and
execution cost from each method confirms the importance of
the sampling strategy on the final optimization result.

B. Quantitative Results on CIFAR-10

We apply AdaNS-Gaussian and AdaNS-Genetic to pre-trained
CIFAR-10 architectures and compare our results with prior art
in Table II. We set the number of samples to 100 for ResNet-56
and ResNet-50, 200 for ResNet-110, and 50 for VGG. Athr is
set to 90% for ResNet-X and 65% for VGG. For all networks,
we let AdaNS sampling run for 50 iterations.

Non-structured Pruning (Pn in Table II): We perform non-
structured pruning on ResNet-50 and report the ratio of non-zero
model parameters. Athr, is set to 93% and we do not perform
any fine-tuning on the compressed model. As shown, AdaNS-
Gaussian and AdaNS-Genetic achieve higher accuracy with
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TABLE II
COMPARISON WITH CONTEMPORARY COMPRESSION METHODS BASED ON THE

NON-ZERO PARAMETER RATIO/FLOPS

1.7× and 1.3× lower parameters compared to state-of-the-art
Reinforcement Learning method, AMC [12]. Note that lower
FLOPs and comparable accuracy of [21] are due to training the
model from scratch whereas AdaNS and [12] do not fine-tune.

Structured Pruning (Ps in Table II): Comparisons are based
on the number of operations per inference, i.e., FLOPs, relative
to the uncompressed baseline. With similar accuracy, AdaNS-
Gaussian achieves 1.5× lower FLOPs than prior art (on aver-
age).

Decomposition and Pruning (D + Ps in Table II): To unveil
the full optimization potential of our adaptive sampling method-
ology, we allow AdaNS to learn and combine multiple compres-
sion techniques, namely, structured pruning, SVD, and Tucker.
TheD + Ps experiments are conducted by first decomposing the
network and then applying pruning. As shown in Table II, AdaNS
pushes the limits of compression by 2.4× on average with less
than 1% drop in accuracy compared to state-of-the-art works.
We also report FLOPs reduction by the combination of SVD
and Tucker decomposition methods (shown by D in Table II).

C. Quantitative Results on ImageNet

Table II summarizes AdaNS results on ImageNet. Number
of samples is 20 for AlexNet, 100 for ResNet-50, and 50 for

VGG-16. We run AdaNS for 50 iterations with Athr of 10% for
all models. The final accuracy is improved by fine-tuning.

Non-structured Pruning (Pn in Table II): We perform non-
structured pruning on AlexNet and report the ratio of non-zero
model parameters. As seen, AdaNS-Gaussian achieves higher
accuracy with 2% higher parameter size compared to a Bayesian
Optimization approach, i.e., CAC [17].

Structured Pruning (Ps in Table II): On ResNet-50, AdaNS-
Genetic and AdaNS-Gaussian compress the models to 1.2×
and 1.6× less FLOPs on average while achieving higher top-5
accuracy compared to prior works. On VGG-16, AdaNS out-
performs all heuristic methods and gives competing results
with [21] and [12]. Note that [21] does not propose a hyper-
parameter optimization algorithm and merely focuses on the
training already-compressed DNNs. As Such, their approach is
orthogonal to AdaNS and can be combined with our method to
further improve final accuracy.

Decomposition and Pruning (D + Ps in Tab. II): Using a
combination of decomposition and structured pruning, AdaNS
achieves 2.0× lower FLOPs than related work (on average) with
slightly higher accuracy on ResNet-50. On VGG-16, AdaNS
pushes the state-of-the-art FLOPs reduction from 5.0× to 7.1×
with higher accuracy.

D. Compressing Compact Networks

To further demonstrate the effectiveness of AdaNS opti-
mization, we apply compression to MobileNet architectures
trained on ImageNet dataset. These networks are specifically
designed for embedded applications with strict efficiency con-
straints. As such, MobileNets inherently have very low com-
plexity/redundancy which renders their compression quite chal-
lenging. We apply pruning to MobileNetV1 and MobileNetV2
with a sample size of b = 50, and let the adaptive sampling run
for 100 iterations.

We compare the compression rate and accuracy achieved by
AdaNS with the FLOPs-accuracy Pareto curve of the original
MobileNet architectures [18], [19]. We further compare AdaNS
with the state-of-the-art AutoML approaches [12], [16] and a
compression-aware training methodology, US-Nets [20], [47].
Table III encloses the results of applying structured pruning to
MobileNetV1 and MobileNetV2. We benchmark several target
FLOPs and compare them with prior work with similar compu-
tational complexities. On average, AdaNS achieves 1.2% better
accuracy than the MobileNetV1 Pareto curve. Compared to
US-Nets, AdaNS achieves an average of 1.0% higher accuracy.
Under ∼ 50% FLOPs, AdaNS achieves 1.3% higher accuracy
than NetAdapt. Compared to AMC, AdaNS achieves lower
FLOPs with comparable accuracy (−0.1%). On MobileNetV2,
for a 30% FLOPs reduction, AdaNS achieves lower FLOPs and
higher accuracy than US-Nets and higher accuracy with the same
FLOPs compared to AMC and the MobileNetV2 Pareto curve.

Measured Speedup: We present measured speedups of
AdaNS compressed MobileNets on an embedded CPU (ARM
Cortex-A57) and GPU (NVIDIA Pascal) in Table IV. Measure-
ments are averaged on 100 runs using a batch size of 32. AdaNS
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TABLE III
PRUNING OF MOBILENETV1&V2 ON IMAGENET

TABLE IV
AdaNS COMPRESSED MOBILENETS SPEEDUP ON EMBEDDED CPU AND GPU

FOR STRUCTURED PRUNING ON IMAGENET

successfully models the hardware cost to achieve real speedups
on par with theory.

E. Search Overhead and Scalability

The core computational load in AdaNS algorithm corresponds
to the evaluation of a batch of b samples. For each sample �xi

in the batch, the evaluation phase comprises transforming the
sample to its corresponding compressed DNN M̂�xi

, measuring
the inference accuracy on the validation data, and emulating the
execution cost. Since samples in a batch are independent, the
evaluation step can be well-parallelized on multiple GPU de-
vices to achieve faster search convergence. Aside from evalua-
tion, each iteration includes updating the sampling strategy and
generating a new batch of samples. These steps, however, incur
negligible runtime compared to the evaluation stage.

Table V summarizes the runtime of AdaNS algorithm for
several benchmarks and datasets. Runtimes are measured on
a machine with an Intel Xeon E5 CPU and four NVIDIA Titan
Xp GPUs. The results show high scalability: runtime drops
almost linearly with the number of GPUs. The state-of-the-art
RL algorithm reports ∼1 hour to compress CIFAR-10 architec-
tures [12]. For their most complex benchmark, i.e., ResNet-56,
AdaNS achieves a search time of only ∼12 minutes on a single
GPU and ∼3 minutes on four GPUs.

TABLE V
SEARCH RUNTIME OF ADANS-GAUSSIAN FOR PRUNING ON VARIOUS

BENCHMARKS. HERE, b DENOTES THE NUMBER OF SAMPLES PER ITERATION

AND Niters IS THE NUMBER OF SEARCH ITERATIONS

Fig. 12. (a) Set of randomly initialized samples at the first iteration. (b) Set of
good samples Sg upon convergence.

Fig. 13. Original per-layer FLOPs versus AdaNS pruning pattern.

F. Analysis and Discussion

In this section, we look into AdaNS generated samples and
provide discussions. For brevity, we only focus on AdaNS-
Gaussian subroutine that achieves superior results compared to
AdaNS-Zoom and AdaNS-Genetic. We consider the VGG archi-
tecture trained on CIFAR-10 and compress it with structured
pruning for Athr = 60%. The initial samples obtained from our
directed initialization method are shown in Fig. 12(a), where
each column corresponds to a hyperparameter vector and each
row represents a certain DNN layer. After applying AdaNS-
Gaussian for 50 iterations, the set of good samples in Fig. 12(b)
are learned; the columns (members of Sg) strongly resemble
one another and have similarly high scores upon convergence.
AdaNS successfully learns expert-designed rules: first and last
layers of the network (first and last rows in Fig. 12(b)) are
given high densities to maintain the inference accuracy. AdaNS
performs whole-network compression by encoding all DNN
layers’ hyperparameters in each sample. As such, our algorithm
can learn which configuration of hyperparameters least affects
model accuracy and most reduces the overall FLOPs. To show
this capability, we present the per-layer FLOPs from one of the
obtained good samples of Fig. 12(b) in Fig. 13. For each layer,
the bars show the percentage of total FLOPs in the original
model; the curve shows the percentage of pruned FLOPs in the
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Fig. 14. Ablation studies for VGG on CIFAR-10:(a) Effect of initialization method. (b) Effect of sample count. We show the trend lines as well as a fraction
of samples (black dots) across AdaNS iterations. (c) Effect of mutation and cross-over probabilities for AdaNS-Genetic. Here, samples shown in grey have lower
accuracy than Athr = 60% while samples shown in black meet the threshold. Red dots correspond to the highest-quality sample in that iteration.

compressed network. As seen, the optimal pruning rates (red
curve) show arbitrary patterns that are very hard to identify for
human experts. AdaNS automatically extracts such patterns by
an adaptive search.

G. Ablation Study

This section studies the effect of various AdaNS parameters
on algorithm convergence and end result. For brevity, we only
focus on structured pruning for VGG on CIFAR-10.

Effect of Initialization: Fig. 14(a) shows the evolution of
FLOPs ratio when running AdaNS-Genetic algorithm with two
initialization policies: one with uniformly random samples and
one with our proposed initialization scheme discussed in Sec-
tion IV-C. As seen, naive initialization harms the convergence
rate and final FLOPs.

Effect of Sample Count: Fig. 14(b) presents the effect of
number of evaluated samples per iteration of AdaNS-Genetic on
convergence. A higher number of samples results in a smoother
convergence and lower final FLOPs, due to the higher capacity
for exploration/exploitation. This effect saturates for a large
enough sample set. We further observed that the per-iteration
sample count should be proportional to the individual length.

Effect of Accuracy Threshold: The accuracy threshold Athr

in Eq. (4) determines model accuracy after compression. In
our experiments, we observed a monotonic correlation between
Athr and final accuracy after fine-tuning. This property elim-
inates the need for fine-tuning each compressed DNN con-
figuration in between algorithm iterations which significantly
improves AdaNS search efficiency and timing overhead. Note
that a smaller Athr generally results in a lower hardware cost.

Mutation and Crossover Parameters: These parameters af-
fect AdaNS-Genetic sampling convergence. We conduct two
experiments, one with (Pmutate, Pcross) = (0.8, 0.2) and the
other with (Pmutate, Pcross) = (0.4, 0.1) and compare the con-
vergence in Fig. 14(c). Higher (Pmutate, Pcross) allows more
exploring, leading to faster convergence while smaller proba-
bilities result in a more stable evolution. As seen, both settings
converge to similar final FLOPs.

Effect of Pair Selection for Cross Samples: Fig. 15 compares
the convergence behavior of the four proposed pair selection
strategies for Cross samples (Section V-C). As seen, strategy ❹
achieves the highest final score with lowest variations (shown

Fig. 15. Convergence curves for Cross samples pair selection (Section V-C).
Graphs are generated over 10 runs.

with the error bars). Strategy ❷ has a fast but premature conver-
gence due to lack of exploration. In addition, strategy ❷ has a
high variation. This is due to the high dependency of strategy ❷
on the configuration of good samples, which differs across runs.
Strategy ❶ and ❸ offer a smooth convergence with low variance
but their final score is lower than strategy ❹.

VIII. CONCLUSION

This paper proposes AdaNS, and adaptive sampling method-
ology that can automatically tune hyperparameters for DNN
compression. We first formulate DNN compression as searching
a vector space that spans possible hyperparameters. Next, we
define a generic score function to quantify the “goodness”
of each hyperparameter vector by combining inference accu-
racy and execution cost. This approach allows us to address
DNN compression as optimizing the unknown score function
by sampling from its input space. To find the maximizer of
the score function, we develop an iterative sampling strategy,
along with three adaptive sampling subroutines: AdaNS-Zoom,
AdaNS-Genetic, and AdaNS-Gaussian. We evaluate these sam-
pling strategies and show that AdaNS-Gaussian can achieve
superior search convergence. We examine AdaNS on structured
and non-structured pruning of deep neural networks and show
that outperforms the majority of human-designed stat-of-the-art
network pruning algorithms.
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Fig. 16. Structured pruning. Top: pruning is implemented using masks (white
plains show pruned feature-maps). Bottom: masks and pruned channels are
removed after optimization.

APPENDIX A

This section serves as a supplement for Section IV-A. Recall
the global encoding scheme T (M,�x) that translates a vector
of compression hyperparameters �x to its corresponding com-
pressed architecture M̂�x. For each compression method studied
in the paper, we provide details on composing the vector of
compression hyperparameters �x. We further introduce the trans-
formation T (M,�x) that uniquely determines the compressed
model based on the provided hyperparameters �x.

Pruning: Pruning reduces the model size by setting a per-
centage of low priority parameters/channels to zero [4], [5],
[33]. We allocate one continuous value p ∈ [0, 1], per layer,
to represent the ratio of non-zero values. We consider two
contemporary DNN pruning methods, namely, structured and
non-structured pruning. Structured pruning aims at removing a
portion of feature-map channels while non-structured pruning
removes a subset of DNN layer weights.

Having defined the vector of hyperparameters �x for pruning,
we implement the transformation T (M,�x) following common
practice in prior art. For structured pruning, we use the sum of
absolute gradients of model loss with respect to ReLU feature-
map channels for pruning priority [22]. For a ReLU layer with c
feature-map channels and a pruning rate p, the �p× c� channels
with lowest priorities (lower absolute gradients) are removed.
For non-structured pruning, we use the absolute value of weights
to prioritize them [33]. For a weight tensor W ∈ Rk×k×c×f and
pruning rate p, the �p× k × k × c× f� elements with lowest
absolute values are pruned.

Fig. 16 illustrates our implementation of structured pruning
for convolutional layers; feature-map channels are multiplied
by binary masks to implement pruning. Pruning rate can be
altered at each layer by setting proper values (0 or 1) at the
corresponding masks. Non-structured pruning is different than
structured pruning in that the binary masks are applied on
weights rather than output feature-maps. Usage of masks enables
simulating the functional behavior of the pruned network at
search time, without need for re-compiling the DNN graph per
hyperparameter configuration. The graph is only modified once
at test time where the channels with 0-valued masks are removed.

SVD: We apply SVD on weight parameters of fully-
connected layers (W ∈ Rc×f ) and point-wise convolutions
(W ∈ R1×1×c×f ). For SVD, the compression parameter is the
decomposition rank which takes an integer value in {1, . . . , R}
where R = min(c, f). We allocate one continuous-valued
rank ∈ [ 1R , 1] per layer to form the hyperparameter vector

�x. Each element �x[i] is interpreted as a decomposition rank
equal to ��x[i]×Ri�. For SVD, the transformation T (M,�x)
decomposes the weight kernels in different DNN layers with
their corresponding ranks in �x as shown in Fig. 17.

Tucker-2: Tucker decomposition is a generalized Higher Or-
der SVD (HOSVD) for arbitrary-shaped tensors. We apply this
method on 4-way weight tensors in convolutional layers, W ∈
Rk×k×c×f . We focus on Tucker-2 which only decomposes the
tensor along c and f directions, i.e., output and input channels.
For Tucker-2 decomposition, the compression parameter for
each convolution layer is a tuple of integer-valued approxima-
tion ranks (r1, r2), where r1 ∈ {1, . . . , c} and r2 ∈ {1, . . . , f}.
To implement Tucker-2, we allocate two normalized and real-
valued hyperparameters rank1 ∈ [ 1c , 1] and rank2 ∈ [ 1f , 1] per
layer. We map these continuous values to valid integer ranks
by using a similar approach as in SVD. The transformation
T (M,�x) then decomposes DNN layer weight kernels with their
corresponding ranks in�x following the practice shown in Fig. 17.

APPENDIX B

This section serves as a supplement for Section VII which
provides implementation details and our experimental setup for
training and fine-tuning of benchmarked DNNs.

Data Augmentation: For the CIFAR-10 dataset, we use stan-
dard data augmentation routines popular in prior work [48], [49].
The samples are normalized using per-channel mean and stan-
dard deviation. At training time, random horizontal mirroring,
shifting, and slight rotation are also applied. For ImageNet,
we use the augmentation scheme proposed in [50], [51] to
pre-process input samples. During training, we resize the shorted
edge of the image to 256 pixels. A 224× 224 crop is then
randomly sampled from the image. We also perform per-channel
normalization as well as horizontal mirroring [52].

Training and Fine-tuning: We train the networks from
scratch following the parameter setup and training schedule
adopted by the original papers: [48] for ResNet-X on CIFAR-
10 and ResNet-50 on ImageNet, [50] for VGG-16 on Ima-
geNet, [52] for AlexNet on ImageNet, and [18], [19] for Mo-
bileNets on ImageNet. For CIFAR-10, we use a VGG-variant
as implemented in [2]. We compress the models using AdaNS
and fine-tune them for 20 and 60 epochs with batch sizes 64
and 128 on CIFAR-10 and ImageNet, respectively. SGD with
momentum of 0.9 and Adam optimizer are used for fine-tuning
CIFAR-10 and ImageNet, respectively. The fine-tuning learning
rate is initialized to 1e− 3 and reduced by a factor of 10, 20
after 5, 15 epochs on ImageNet and after 20, 40 epochs on
CIFAR-10. For MobileNet benchmarks the fine-tuning learning
rate is initialized to 1e− 4 and reduced by a factor of 10 after
5, 10, and 15 epochs. Experiments are run on a machine with an
Intel Xeon-E5 CPU and 4 Nvidia Titan Xp GPUs.

Implementation Details: Among the compression techniques
studied in this paper, structured pruning needs especial atten-
tion. The pruned network’s functionality is simulated using
mask layers as discussed in Appendix A. For regular network
architectures such as VGG and AlexNet, the mask layers uti-
lized for structured pruning are placed after ReLU activations.
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Fig. 17. Illustration of weight decomposition for common neural network layers. (a) Applying SVD to a point-wise convolution layer. (b) Applying SVD to a
fully-connected layer. (c) Applying Tucker-2 on a convolution layer.

Fig. 18. Mask layers in ResNet residual blocks.

For residual blocks in ResNet architectures, we put the cor-
responding mask layer after adding the residual connection,
as shown in Fig. 18. This approach accommodates different
residual connections; in the case where the residual connec-
tion is performed using a convolution layer,3 the succeeding
mask also applies compression to the convolution inside the
residual connection. For MobileNets, we place the masks after
depth-wise separable convolutions, with no mask applied after
the preceding point-wise convolution layer. Since there is a one
to one mapping of channels in the depth-wise layer, pruning
the output feature-maps of the depth-wise layer is equivalent to
pruning the preceding point-wise convolution as well.
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